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Revision 
Revision sections contain vital 
information from Year 11. 
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Case study: Analysis 
These case studies include 
real-world data that can be 
analysed and evaluated. 

.......... ' ............................................................... . . 



Area of Study 
• review 

Each area of study concludes 
with a comprehensive set of 
exam-style questions, 
including multiple choice 
and short answer, to 
support you in your exam 
preparation. 
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Section summary 
Each section includes 
a summary to help you 
consolidate key points 
and concepts. 
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Section review 
Each section concludes 
with questions that test 
your abi lity to recall, 
explain and apply key 
concepts. 
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UNIT 3 • Area of Study 2 

REVIEW QU ESTIONS 

How are biochemical pathways regi.1late<I? 

Multipl,:,-choioe, QIA"SIJon• 
U1, ~ IQll;,,.11'1l ;:~ ~11n1~1 q!,,llM'IXI'!• l IOIQ 2' 
Tht a•.:i~ ~ I/lo 1u'1t•& 11:Nok ou ,,...,:~n ot1 ct. 
llft~ ~llb- 0!411 fn:/111\'. 

I Coi-<'<1d•tn, b.,;J, 11ojlUl1"1.,1n 1(11' lh• ,:.11,,.n! -•t~ 
1111\0u~ r;,otilc-11 P. Q ~ R 

• 1-t-t< -· l'Of!V,-10 
t",!iliz,.<'< ... IU) ... ,«,,;-,.,, 

C ·-·~ 11-••-o! ····-...... ,,.. .. ··-- -·· 
' ~;.,.c.~ .-;M«OOl rf~"' 

,i/1..tr• .... ~ .... ·-· 
2 ~'111(11 O! lht lo'W'Mn11.:il$0~~~er-e tt>e Xl~lo,-, 

flltl'C)' QI'~ ffl~C.,\lly,tll ~111,i? 

l Thf foto,,,~t,•l)h 1~1; U'6 .i!(ICI ol<!Wn~,t 
Wtl~~~(-tll~tion (di Ule~m.o.r,t« DW<lt;(I 
11)1~ 

ffltt•ffl ,..,tr~t(lt--11 
Oll#MUN:Ol p ....... tl .. r_ 

, .. 
lof<'!\l!yU'>l'(ONIJ',lo,n fNt(;)I! ffo~•ll 

A n,.t#.•«•• .. ., .... .,._ t«--M)·"ilhAn 
tGt~¥A In 1.ob'.t~"IM cont-,011. 

8 fl1• ,~ ol rUKl•Ol'I OOl.'.f't- ~"•l'!tdl, •tll 11tl 
ll>C:~-"'~ tol\C~OII. 

C f11•01i.01rM:IIV>ll!tl'=,Y,ts a,Nll,' ,;p u, • P0~4 
ff ll!!>~Wl!C~Otl lfl(:l'..,_#!lt 1111"' 
0:. -tr1t 01 ~&:l~t 7.UU 10 Ottn\nt; 

0 Th• (;jf<J 0C tf.ll";!>Or'I ot fl01 lll ... lod 1:1 Jl,lf tNlljlil "' 
11"..t 'Ju!n1r~ «11'(,el'l!~IOII 

4 lilt i:..:dl !,MIi),. $1ll>,,':I. tl'OI fia 01 or.otb¥C'..ta; llf 
.,_, <ll!~t'rl. QI" Vie~ "tiff'>~ ~ll!S .,. 
4'<!11,~,!;t l!lf.$.11>\lt•.W-ao\l..t C:Cflllr.<1,0,. 

W110:.,•m•t'1! !.!;'IQ,- <1,n1<41. !11°') ~ !4c.,oi,1$ W 
lllllervtllC• tl'I ~y•r.f)th( r•tts !ldtofCl'I ffC l•O 

"""·' A °"l"""'~•~lml)' 
8 C'HOfOl!\ISI -•\1111'11)' 
C ~-11.e.o.iou,, .. \:ll:dty 
0 ..... , IUflltbilty 

' .................................. ·•·•· .......... ... .... .... .... ....... ................. ' . 
· 7.2 Review 

• lfo anl'l'WS, llw pil):IAI Ol ll11Mmbc IM lllllllil!li.lh II 
lildu,'ldll. 

• In Yt>m, tl"e 11,01111:1~ Ol -tOC< rwmll'GUOI) oi. 

«NhOI lil"d Ul'OO(f IIIOOilllc. 
llniw=-ollle IC-"'1t01:r!lo11 01 bOlm!QI: » g,o.:llot 

blil-lllfl'l IS ll.tif\tl"ff-.,.;-11 to -ide cltan~d 
!t"'lffQblo,:it,~ ol lud 

I BIMifiii:•1ifi 
Krlvwle,d~ -,d wido,)t111~ 
1 1v1 ...... u,11~•• .. ••••110: 

!ffl'l'lert.)IIMl 

2 \'ifl,tflr\"Wlltt,.JOtotlW~ .1$ i 6~ '1"'-'!Mll 

IICUO'Y.I'" n 1,c:t( -!ICC. ~'l!l«t-_.U0,-,1 

l Desult>I: mt en~,;r,,:yol <flt~• 
lf11'fllq00 .,,, ir,,"'oto' !~!Of\ 

""''v-siJ 
4 Cl'l,r,p.-• lac,lc ~ fiotm•/Ml!M (io, 

/W"im$S) ,,,d tl,l\;)flOl l(!fl'IIIIN;;)llM. 
S Sllldlir'" .. -d to ob:r..a,•,t _.__ 

!"fflffU\!Ot'o!ll)~$llli1>Cl'Al.<,1p !Jle 
~•1mn•t-flAI •~111, Tlt,.,110111,11p 
IIHM (111«1<: tl:OlUI~ 10<' NIii (Oll!ltti'l) 

•"" <Sllt,t'f!O! "'"""~" ~II "'"°"' Unl"tnl .. ,.u,·otilc l)Ctllli1Mt fly Mllh!".: 11\t ... .: 

"""" "o:,:o, .:1111! 11 ~rifli,:e h -,r-, l/lO <II 11,.4..,. 
a $<.11:t\''1♦ 1!:,0,C,,""foftt'll 

~:W!l/1!$,'/: 

lo H:>w !!ttl ti• \h-',I.,_,. m-u,11 V" 
nlO<luOJo,, m 111,s ~-vp1 

o t.c,ol!ni,: fl !he attr-.o: ,t.9,:!b II! lf.t 
lll\l .. Qr\~ IICN, ~ Y,.i!"<, .,.,._ 
,'0<1 -.!II ••fl<Kll ~ii,\,.,,, lhOrO 

.:1111 ll'°""'!f'-«' ~ n~ 3 ¥10 4 
<I R.i,• IS Ol)lli:,tio,:I ff'le' Sb'l'lt flllllffi.t~ 

-, 1:i,,1,,3, $-~" - lo,"'" 
11'11l<tlll :o.A:Cl'l'lt L'I Cilf ~ ,f,@d1< 

e idtnl!f)' tile fl:u•.ro IMd 11$ !ht lOll!f'OIS. 
111• tnllt,p,:nc►.nl i,r,d di:,.!f'lnd,..,, ... ,,~ 

I W!w."u,.u1)'0'l~io>o;b..,..•II 
p,w..wo w.u uJtd !M~d 01 a:tueose! 

II 0.'lt /.IU<lk'.': pono.l N dW il'I Nie, 

a'l>:>I\ ,'I ni,:!ll. l<l"!ll'I)' 1111',t '1"'7'l'III! 
m11,ift, Imm U.... qAp!I 

•• 

• N.!Qot<it,+, ~llhoff.illSclil'lb, It$> t~ Ill&'\ ull,it4t 

~111°"'1, CdlJ,y ,esl)l~'Oll p~U.lt~ ~ 
ATP fflltkltl'!IS 11ft' #b!CSO f!")lw.lt; 1,-ru.c 

~fmOlll/rlOII Olllf i,i.ill<!S 0.o ATP ~Its p .. 
a~m®Wlt. 

• 
• 
' 
' 
" 

' 
' 
' 
' • 

0 

0 

0 

0 

"' 
D .. 
" 

C#'l>)I\ 11.i:>>:IOt 1(().,) ~ --~• _,,.., --t,;ltt~,1-

' 
' 
' 
' • 

--"'"' 

.......................................................................................... ·· ·············· ·············· ··· ........... ....................... . 

Icons 

OA 
✓✓ 

This icon is used to 
alert you to engage with 
auto-corrected questions 

through Pearson Places. 

I 

ws 
6 

--
PA 
2 

EQ 
U301 

These icons ind icate when it is 
the best ti me to engage with a 
worksheet (WS), a practical activity 
(PA) or exam questions (EQ) in 
Heinemann Biology 2 Skills and 
Assessment book . 
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Glossary 
Key terms are shown in 
bold throughout, and listed 
at the end of each chapter. 
A comprehensive glossary 
at the end of the book 
defines all key terms. 
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Chapter review 
Each chapter concludes with a list 
of key terms and questions that 
test your understanding of the key 
knowledge covered in the chapter. 
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Answers 
Comprehensive answers for all 
section review, chapter review and 
Area of Study review questions are 
provided via Heinemann Biology 2 
eBook 6th ed ition. 

..................................................................................... 

•• 
VII 



Pearson 

our one-so 

success 
Heinemann Biology 6th ed it ion, written to the new VCE Biology Study Design 2022-2026, 
offers a seamless experience for teachers and learners. 

"o---

... , . ._ ___ ,.. .... _. __ ....... ,...,._. ______ _ 
-- -· _, -· -· - - - - -- - - - - -... - -.., - - - -- - - - - -- - - -·-_, --· 

. .., . . 

-

_, -----

Enhanced eBook with assessment 

r 

IT 

.. ,.,., 
a10 "A"" LOGy 
■ua,, v·,, 1Un!t1il 

Save time by accessing content and assessment in one simple-to-use platform. 

Teacher access 
• Digital assessment tool for informing planning, assigning 

work, tracking progress and identifying gaps 
• Comprehensive sample teaching plan 
• Suite of practice exam materials 
• Rich support for area of study 3 
• Solutions and support for the skills and assessment book 

Student book 
The student book addresses the latest developments and 
applications in biology. It uses best-practice literacy and 
learning design making the content and concepts accessible 
to all learners. 

Key features include: 

• Case studies with rea l-world data and analysis questions 
• A smooth progression from low to high order questions 

in section, chapter and area of study reviews 

Learner access 
• Videos and interactives 
• Digital assessment questions with scaffolded hints, 

i.nstant feedback and auto-correction 
• Student book fu lly worked solutions 
• SPAR Kl ab versions of the skills and assessment book 

practical activit ies, developed in collaboration with PASCO 

Skills and assessment book 
The skills and assessment book gives students the edge 
in applying key science skills and preparing for al l forms of 
assessment. 

Key features include: 

• A skil ls toolkit 
• Key knowledge study notes 
• Worksheets 
• Practical activities 
• VCAA exam-style questions for each area of study 
• Sample area of study 3 investigations 



Learning outcomes 
The development of a set of key science skills is a core component of the study of VCE Biology 
and applies across Units 1 to 4 in all areas of study. Chapter 1 scaffolds the development of 
these skills. The opportunity to develop, use and demonstrate these skills in a variety of contexts 
is important ahead of undertaking investigations and when evaluating the research of others. 

Although this chapter can be read as a whole, it is best to refer to it and use it when the need 
arises as you work through other chapters. For example, you may need a refresher on the 
process of the scientifi c method. It also contains useful checklists to assist when drawing 
scientific diagrams, graphing and completing aspects of your report. Similarly, when performing 
a practical investigation, refer to this chapter to make sure you collect data properly and that 
your data is of high quality. 

Key science skills 
Develop aims and questions, formulate hypotheses and make predictions 

• identify, research and construct aims and questions for investigation 1.1, 1.2 
• identify independent, dependent and controlled variables in controlled experiments 1.1, 1.2 
• formulate hypotheses to focus investigation 1.1, 1.2 
• predict possible outcomes 1.1, 1.2 

Plan and conduct investigations 

• determine appropriate investigation methodology: case study; classification and 
identification; controlled experiment; correlational study; fieldwork; I iteratu re review; 
modelling; product, process or system development; simulation 1.1, 1.2 

• design and conduct investigations; select and use methods appropriate to the investigation, 
including consideration of sampling technique and size, equipment and procedures, taking 
into account potential sources of error and uncertainty; determine the type and amount of 
qualitative and/or quantitative data to be generated or collated 1.1, 1.3 

• work independently and collaboratively as appropriate and within identified research 
constraints, adapting or extending processes as required and recording such 
modifications 1.1, 1.2 

Comply with safety and ethical guidelines 
• demonstrate safe laboratory practices when planning and conducting investigations by using 

risk assessments that are informed by safety data sheets (SOS), and accounting for risks 1.2 
• apply relevant occupational health and safety guidelines while undertaking practical 

investigations 1.2 
• demonstrate ethical conduct when undertaking and reporting investigations 1.2 

Generate, collate and record data 

• systematically generate and record primary data, and collate secondary data, appropriate to 
the investigation, including use of databases and reputable online data sources 1.3, 1.4 

• record and summarise both qualitative and quantitative data, including use of a logbook as 
an authentication of generated or collated data 1.4 

• organise and present data in useful and meaningful ways, including schematic diagrams, 
flow charts, tables, bar charts and line graphs 1.5, 1.6 

• plot graphs involving two variables that show linear and non-linear relationships 1.5, 1.6 

I 



KEY SCIENCE SKILLS CONTINUED 

Analyse and evaluate data and investigation methods 

• process quantitative data using appropriate mathematical relationships and units, including 

calcu lations of ratios, percentages, percentage change and mean 1.5 

• identify and analyse experimental data qualitatively, handling where appropriate concepts 
of: accuracy, precision, repeatability, reproducibility and validity of measurements; errors 

(random and systematic); and certainty in data, including effects of sample size in obtaining 
reliable data 1.4, 1.5 

• identify outliers, contradictory or provisional data 1.4, 1.5 

• repeat experiments to ensure findings are robust 1.4 

• evaluate investigation methods and possible sources of personal errors/mistakes or bias, 

and suggest improvements to increase accuracy and precision and to reduce the likelihood 
of errors 1.4, 1.6 

Construct evidence-based arguments and draw conclusions 

• distinguish between opinion, anecdote and evidence, and scientific and non-scientific ideas 1.2 

• evaluate data to determine the degree to which the evidence supports the aim of the 
investigation, and make recommendations, as appropriate, for modifying or extending 
the investigation 1.4, 1.6 

• evaluate data to determine the degree to which the evidence supports or refutes the initial 
prediction or hypothesis 1.4, 1.6 

• use reasoning to construct scientific arguments, and to draw and justify conclusions 

consistent with the evidence and relevant to the question under investigation 1.6 

• identify, describe and explain the limitations of conclusions, including identification of further 

evidence required 1.6 

• discuss the implications of research findings and proposals 1.6 

Analyse, evaluate and communicate scientific ideas 

• use appropriate biological terminology, representations and conventions, including standard 

abbreviations, graphing conventions and units of measurement 1.4, 1.5, 1.6 

• discuss relevant biological information, ideas, concepts, theories and models and the 
connections between them 1.1, 1.2, 1.6 

• analyse and explain how models and theories are used to organise and understand 
observed phenomena and concepts related to biology, identifying limitations of selected 
models/theories 1.1, 1.6 

• critically evaluate and interpret a range of scientific and media texts (including journal 
articles, mass media communications and opinions in the public domain), processes, claims 
and conclusions related to biology by considering the quality of available evidence 1.2, 1.4 

• analyse and evaluate bioethical issues using relevant approaches to bioethics and ethical 
concepts, including the influence of social, economic, legal and political factors relevant to 
the selected issue 1.2 

• use clear, coherent and concise expression to communicate to specific audiences for specific 
purposes in appropriate scientific genres, including scientific reports and posters 1.6 

• acknowledge sources of information and assistance and use standard scientific referencing 

conventions 1.6 
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1.1 The scientific method 
Biology is the study of living organisms. As scientists, biologists extend their 
understanding using the scientific method, which involves investigations that are 
carefully designed, conducted and reported (Figure 1.1.1). Well-designed research 
is based on a sound knowledge of v.1hat is already understood about a subject, as 
well as careful preparation and observation. 

OBSERVATION 
Observation includes using all your senses and a wide variet)r of instruments and 
laboratory techniques to allow closer obser,1ation. Through careful inquiry and 
observation you can learn a lot about organisms, the vvays they function, and their 
interactions with each other and tl1e environment. For example, animals clearly 
function very differently from plants. Animals usually move around, take in nutrients 
and water, and often interact with each other in groups. Plants, however, are 
stationary, turn their leaves towards the light and gro,v. Many other distinguishing 
macroscopic structures and bel1aviours can be discerned from simple obser,1ation. 
Microscopic observation of cells reveals similarities and differences in the cellular 
structure of plant and animal cells, as well as the specialisations in the cells of a 
particular organism. 

Practical investigations 
Tl1e idea for a practical investigation of a complex problem arises from prior 
learning and observations that raise further questions. For example, indoor plants 
do not grow well in the long term without artificial lighting, which suggests light is 
required for photosyntl1esis in plants (Figure 1.1.2). This aspect of photosynthesis 
can be researched and the new knowledge applied to other applications, such as 
methods for growing plants in the laboratory for genetic selection and modification 
for crop improvement. 

Interpreting observations 
How observations are interpreted depends on past experiences and knowledge, but 
to enquiring minds they \\1ill usually provoke further questions such as: 
• How do organisms gain and expend energy? 
• How do multicellular organisms develop specialised tissues? 

• \X'hat are the molecular building blocks of cells? 
• H ow do species change and evolve over time? 
• H ow do cells com1nunicate with eacl1 other? 

Many of these questions cannot be answered by observation alone, but they can 
be answered through scientific in,1estigations. Good scientists have acute powers 
of observation a11d enquiring minds, and tl1ey n1ake tl1e most of these chance 
opportunities, like Alexander Fleming did vvhen he discovered penicillin. 

• You will now be able to answer key question 1. 

FIGURE 1.1.1 Biological research uses a variety 
of methodologies and methods. Analysis of 
DNA extracted from feathers by scientists at the 
Museum of Western Australia has confirmed 
that the night parrot (Pezoporus occidentalis) is 
not extinct, as previously thought. 

FIGURE 1.1.2 Laboratory methods such as 
plant tissue culture rely on careful observations 
and data collection about the requirements 
for growth of plants in natural conditions. 
Laboratory investigations then provide new 
information that can be applied to plants 
growing in the field. 
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I CASE STUDY I 
Observation and discovery 
Scottish physician Alexander Fleming was growing cultures of Staphylococcus 

bacteria in his laboratory in the 1920s (Figure 1.1.3a). Some of the agar 

plates he was growing the bacteria on became contaminated with a fungus 

called Penicillium notatum. From his observation that the bacteria were 

unable to grow in the region around the contaminating fungus, Fleming 

inferred that the fungus was releasing a substance that killed the bacteria. 

Experiments followed that used extracts from the fungus. When a paper 

disc was soaked in this extract and applied to an agar plate culture of 

Staphylococcus, a clear zone appeared around the disc (Figure l.1.3b). 

The bacteria could not grow in this area, demonstrating the antibacterial 

properties of this substance. Fleming named it penicillin after the type of 
fungus producing the chemical. 

,., 
• 

FIGURE 1.1.3 (a) Scottish biologist Alexander Fleming. (b) A culture of Staphylococcus aureus 
bacteria with a white disc containing penicillin placed at the centre. S. aureus has not been 
able to grow near the penicillin disc. 

After Fleming made the initial key observation that led to the discovery 

of naturally occurring antibiotics, the Australian scientist Howard Florey 

(then working at Oxford, England) and his colleagues further developed 

the methods for extracting penicillin on a large scale, and showed it was 

effective against staphylococcal and pneumococcal infections. Following the 

success of penicillin, pharmaceutical companies searched for other naturally 

occurring antibiotics, many of which were found in fungi (Figure 1.1.4). 

FIGURE 1.1.4 Agar plate with 
fungal colonies 



THE SCIENTIFIC PROCESS 
Scientists observe, study vvhat is already known, and then ask questions. Using their 
knowledge and experience, scientists suggest possible explanations for the things 
they observe. A hypothesis is a prediction based on scientific reasoning that can 
be tested experime11tally. This is the basis of the scientific method (Figure 1.1.5). 

idea to be investigated 

' hypothesis 

' ► design and perform experiment - [ arm l 
' methodology 

mod ify experiment and methods 

and/or make a new ♦ 
hypothesis [ equ ipment l 

' I • risk assessment 

♦ 
results 

+ 
check hypothesis - discussion -

' 
, 

no 
resu lts support t,ypothesis? 

'- .I 

t yes 

repeat experiment several times 

' 
[ conclusion l 

FIGURE 1.1.5 The scientific method 

Carefully designed experiments are conducted to determine ,vhether the 
predictions are accurate or not. If the results of an experiment do not fall within 
an acceptable range, the hypothesis is rejected. If the predictions are found to be 
accurate, the hypothesis is supported. If, after many different experiments, one 
l1ypothesis is supported by all the results obtained so far, then tlus explanation can 
be given the status of a theory or principle. 

There is nothing mysterious about the scientific method. You might use the same 
process to find out l1ow an unfamiliar machine work:s if you had no instructions. 
Careful observation is us11ally the first step. 

• You will now be able to answer key question 2. 

Research questions 
In science, there is little value in asking questions tl1at cannot be answered. A 
hypothesis must be testable, but your inability to test a particular hypothesis does 
not mean that the hypothesis cannot be supported. 

Your abili~r to test a hypothesis may be limited by the resources and equipment 
you have available. If you ask a research question, form and test your hypothesis, and 
find )'Our hypothesis is supported, that does not mean it is true in all circumstances. 
Likewise, if your hypothesis is not supported, that does not mean it is 11ever true. 

O A hypothesis is a predict ion based 
on scientific reasoning about what an 
investigator might expect to see in the 
results of their experiment. 
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O Scientific investigations must be able 
to be repeated by other scientists to 
be considered reliable. 

@ The experimental conditions of the 
control group are identical to those of 
the experimental group, except that 
the independent variable is also kept 
constant. 

@ The independent variable is t he 
only variable that the experimenter 
changes in a controlled experiment. 
The dependent variable is measured 
to determine the effect of changing 
the independent variable. 

6 CHAPTER 1 I SCIENTIFIC INVESTIGATION 

For example, you migl1t hypothesise 'If l1ydrogen peroxide is a toxic by-product 
of cellular respiration that is broken do,vn by catalase, then all eukaryotes will 
contain catalase' . Ho,vever, there may be a eukar)1ote that lacks catalase, but testing 
every eul,aryotic orga11ism would be impossible, a11d just because a eukaryote 
without catalase hasn't been identified does not mean none exist. 

• You will now be able to answer key question 3. 

Methodology and methods 
The m ethodology is a brief description of the general approach taken to investigate 
the research question or hypothesis and the reasons why this approach is taken. The 
methodology ca11 be described as the ratio11ale behind your investigative methods. 
Examples of scientific investigation methodologies are controlled experiments, 
fieldworl<, literature revie,vs, modelling and simulation. The methods (also kno,vn 
as procedures) are the specific steps that are taken to collect data during the 
investigation. The type of scientific investigation methodology and the methods 
selected will depend on the aim of the investigation and the research question. 

The methodology and methods must be described clearly and in sufficient 
detail to allow other scientists to repeat the in,1estigation. If other scientists cannot 
obtain similar results using tl1e same methods and conditions, then the results 
from the original investigation are considered unreliable. It is also important to 
avoid personal bias that might affect the collection of data or the analysis of results. 
A good scientist ,vorks hard to be objective (free of personal bias) rather than 
subjective (influenced by personal views). The results of an investigation must be 
clearly stated and must be separate from any discussion of the conclusions that are 
drav,1n from the results. 

Conducting an investigation once or using a small number of samples is not 
sufficient. You can ha,,e little confidence in a si11gle result because you cannot be 
sure that the result was not due to some unusual circumstance that occurred at the 
time. The same experiment is usually repeated a number of times over a period of 
time and the combined results are then analysed statistically. If the statistics show 
that there is a lo,v probability (usually less than 5%) that the results could have 
occurred as a result of chance, then the result is accepted as being significant. 

• You will now be able to answer key question 4. 

Experimental controls 
It is difficult- sometimes impossible- to eliminate all variables that might affect 
tl1e outcome of an investigation. In biology, time of day, temperature, amount of 
light, humidity and unidentified infections in organisms are examples of such 
variables. A way to eliminate the possibility that random factors affect results is to 
set up a second group withi11 the experiment ( called a control group) that is 
identical in every way to the first group (the experimental group) except for the 
single experimental variable that is being tested. This is a controlled experiment, 
because it allows you to examine one variable at a time. Controlled experiments are 
an important way of testing your hypothesis. 

The variable that the experimenter is manipulating is the independent 
variable. 

Tl1e dependent variable is what is measured wl1en tl1e independent variable 
changes. All of the other factors that could vary but must be kept the same in all 
experimental groups are called controlled variables. 

• You will now be able to answer key question 5. 



When investigating antibacterial activity of compounds extracted from fungi or 
other sources, the variables to consider include the source, purity and concentration 
of the extract, the composition and consistency of the agar plates, the type of 
bacteria tested., the amou11t of substa11ce on tl1e test disc, the thick11ess of the discs 
and the incubation temperature. The independent variable would be the extract 
being tested. The dependent variable would be the presence and size of the zone of 
inhibition around the disc. Tl1e other variables listed above all need to be controlled. 
In Section 1.4 you vvill learn about setting up an investigation with controls. 

Forming conclusions 
Conclusions are evidence-based statements that are developed from the analysis 
of results. When drawing conclusions from the results of an investigation) the 
quality of the data needs to be considered-tl1e data sl1011ld be accurate) reliable 
and valid. A conclusion is valid if it provides a response to the research question 
that the investigation set out to answer. Conclusions sl1ould summarise and explain 
tl1e results of tl1e investigatio11, and identify the extent to vvhicl1 the investigation 
addressed the research question or hypothesis. 

Speculation involves going beyond the results to make suggestions about what 
might be occurring. Conclusions are necessary, but speculation is interesting and 
thought-provoking. Both concluding and speculating are worthwhile) but you m11st 
be careful to keep tl1em separate. It is also the usual practice of scientists to accept 
the simplest hypothesis that accounts for all the evidence available. 

The conclusion made by Flen1ing, tl1at Penicillium notatum produced a substance 
that can kill bacteria, was evidence-based. It has been repeated many times and the 
principle has been generalised to the search for other antibiotics in a range of fungi 
and otl1er organisms, including bacteria and plants. 

LIMITATIONS OF THE SCIENTIFIC METHOD 
The scientific method is not perfect; however, it remains tl1e best vvay to understand 
our surroundings, and to co11stantly improve on that understanding. Even when 
the scientific method is strictly adhered to, there is still an element of chance in 
scientific discovery. 

The scientific method can be applied only to hypotheses that can be tested) or 
to questions tl1at ca11 be a11svvered. A l1ypothesis tl1at is not testable can be neither 
supported nor disproved by the scientific method. Such hypotheses therefore 
remain as possible explanations. For example, Fleming's observation led to the 
l1ypothesis that certain fungi can produce chemicals that inhibit the grovvth of 
certain bacteria. This vvas testable for Penicillium and other fungi that can be grovvn 
on agar plates in the laboratory. If the hypotl1esis was broadened to 'All fungi 
produce antibiotics', this might not be testable, as testi11g it would depend on bei11g 
able to grow all fungi and all potential bacterial targets in the laboratory. 

It is also importa11t to understand that although a hypothesis may be 
supported by experimental data, the same h)1pothesis may not be supported in all 
circumstances-it has only been found to be true under the conditions that have 
bee11 tested. 

The scientific method cannot be used to test moralit)r or ethics. These judgements 
belong to tl1e fields of philosophy, history, politics and law. Science can, however, 
provide valuable information that people can take into account when making 
these judgements. For example, science can be used to predict the environmental 
consequences of pollution and the medical consequences of chemical weapons, but 
it cannot itself make value or moral judgements about either. 

O In a controlled experiment, 
controlled (fixed) variables are kept 
constant. 

0 A hypothesis can never be proven 
by a scientific study. It can only be 
supported under the conditions that 
have been tested. 
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DETERMINING APPROPRIATE INVESTIGATION 
METHODOLOGY 
When it comes to beginning your scientific investigation, you \~rill need to think 
about the best way to address your research question. For some investigations, 
setting up a controlled experiment may require using equipment tl1at is not readily 
available to you in the school setting. Tl1is may mean you need to look at a computer 
simulation to model the outcomes of the investigation. Other approaches could 
include a literature revievv of other studies focused on a similar research question. 
The different approaches tl1at you could use are outlined i11 Table 1.1.1. 

TABLE 1.1.1 Scientific investigation methodologies 

Type of methodology 

case study 

classification and identification 

control led experiment 

correl-ational study 

f ieldwork 

literature review 

modell ing 

product, process or system 
development 

simulation 

' 

Explanation 

investigation of a real or hypothetical situation, 
such as an activity, event, problem or behaviour, 
often involving analysis of data within a real-world 
context 

arranging objects, events or organisms into 
manageable groups by identifying shared or 
similar features 

experimental investigation that involves 
formulating a hypothesis and testing the effect 
of an independent variable on the dependent 
variable, while controll ing all other variables in the 
experiment 

making observations and recording events and 
behaviours to investigate the relationship or 
association between variables 

observing and interacting with particular 
environments to determine if a relationsh ip exists 
between organisms or environmental factors 
and organisms; often involves observations and 
sampling of organ isms and environments 

critical analysis of what has already been 
investigated and published, using secondary 
data from other people's investigations or from 
experimental research to explain events or 
propose new ideas or relationships 

using models as representations of objects, 
systems or processes to aid understanding or 
make predictions 

using scientific understanding and advances 
in technsology to design a new tool, method or 
process to meet the demands or needs of society 

using mathematical models or simulations to test 
hypotheses, conduct virtual experiments or model 
the complexity of whole cel ls, systems, organs or 

' organisms 

EXPERIMENTATION 

Example 

looking at the impact of an oil spil l in one part 
of the world and using th is analysis to prepare, 
hypothesise and plan for the impact of an oil spill 
of similar magnitude in another part of the world 

using morphology (physical features of 
organisms) to group them into taxonomic groups 
based on shared characteristics 

investigating the impact of a change in 
temperature on the activity of an enzyme 

investigating the correlation between body mass 
index and the incidence of coronary heart disease 

chi-square test to investigate whether a 
relationship exists between two different species 
of marine molluscs in an intertidal zone 

analysis of data looking at the impact of smoking 
on lung cancer in a variety of research papers to 
support, refute or develop new hypotheses 

model of the connections between neurons in the 
human brain constructed from brain-scanning 
technology 

developing a new biodegradable packaging 
material 

computer simulation of immune cells attacking 
other cells 

Once you have a testable hypothesis, you are ready to conduct an experiment to test 
it. Every experiment has to be designed and planned carefully. You need to be sure 
that someone else can repeat your experiment exactly the \vay you did it and get 
similar results. In Section 1.2 you vvill learn l1ow to formulate your hypothesis and 
design an experiment to test it. 

• You will now be able to answer key questions 6 and 7. 
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MODELS 
Scientific models are used to create and test theories and explain co11cepts. T hey may 
also be developed as prototypes for fu nctional devices such as replacement organs. 
T he introduction of computer technology, including two- and three-dimensional 
animations, has l1elped to create more detailed a11d realistic representatio11s of 
biological p rocesses. D ifferent types of models can be used, but each model has 
limitations in the type of information it can p rovide. 

Modelling concepts 
Models are created to answer specific questions or dem onstrate specific processes. 
H ow a m odel is designed will depend on its pur pose. T he n ;i.ro most familiar 
types of models are visual models and p hysical models, but mathem atical models 
and computational m odels are also com mon and increasingly impor tant in the 
biosciences. M odels l1elp to make sense of ideas by visualising: 

• objects that are difficult to see because of their size (too big or too small) or 
position, such as ecosystems, organs such as the heart and pancreas, cells, 
molecules and atom s 

• processes that cannot easily be seen directly, such as digestion, feedback loops, 
biochemical reactions, gene expression and protein folding 

• abstract ideas, such as energy transfer and the particulate nature of matter 

• complex processes, such as networks of biochemical reactions, genom e 
organisation and regulation, evolution, and brain connectivity and function. 

F or example, n1odels of all the connections between neurons in the human brain 
ha,,e been constructed from b rain sca1ming technology. T he models are used to 
pred ict and test signalling and communication between neurons (F igure 1.1. 6) . 

A deeper u nderstanding of concepts can be developed through m odels. 
H owever, you need to identify the benefits and limitations of using a particular 
model to represen t a concept. Furthermore, the quality and validity of a m odel is 
limited by the depth and accu racy of the information used to construct the model. 

Model organisms 
Biologists use live bacteria, anim als and p lants as m odel organisms for the 
investigation of cells and systems in situ and in vivo. It is possible to test in animals 
l1ypotheses that cannot be tested in humans for ethical reasons. M ost of the advances 
in understanding animal and plant biology, genetics, pathology and medicine result 
from the use of model organisms. These organisms include the bacterium Escherichia 
colz~ tl1e nematode Caenorhabditis elegans (Figure 1.1. 7), rats and m ice, the pla11t 
Arabidopsis thaliana and the fruit fly Drosophila melanogaster. 

Efforts are being made to reduce the number of animals used in research, and 
strict ethical guidelines must be followed in their u se. Studies performed in vitro, 
and advances in computer sim ulation and 'vir tual' cells and organism s that have 
made in silico studjes possible, allo,;i.r for a reduced reliance on live a11imals. But keep 
in mind that the valu e and validity of a virtual m odel or simulation is only as good 
as the data and information used to construct the model. T his ultimately comes 
from living cells and organisms. 

• You will now be able to answer key questions 8-10. 

O Studies that are in vitro are ' in glass' 
or in a dish or test tube, such as when 
cells are removed from the organism 
and studied in a culture dish (it 
doesn't have to be glass). 

O Studies that are in silica are ' in 
silicon', which refers to the silicon 
chips used in computers for computer 
simulations. 

FIGURE 1.1.6 A model of the bra in's wiring 
pattern explored in the Human Connectome 
Project 

FIGURE 1.1.1 Model organism Caenorhabditis 
elegans, a nematode (roundworm). Confocal 
laser scanning micrograph of C. elegans 
with neurons stained green and the digestive 
tract stained red. C. elegans is a soil-dwelling 
nematode worm about 1 mm long and one 
of the most studied an imals in biologica l and 
genetic research. 

O Studies that are in situ are 'in 
position' or 'in place' 1 such as when 
studying cells functioning within an 
intact organ, or molecules in their 
normal cellular location. 

O Studies that are in vivo are 'within 
the living', such as when cells are 
studied in a living organism. 
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1.1 Review 
' 

' 
SUMMARY 

• Well-designed experiments are based on a sound 
knowledge of what is already understood or known 
and carefu l observation. 

• The scientific method is an accepted procedure for 
conducting investigations. 

• A hypothesis is a possible explanation for a set of 
observations that can be used to make predictions, 
which can then be tested experimental ly. 

• Controlled experiments allow us to examine 
one factor at a time; they are a commonly used 
methodology for testing hypotheses. 

KEY QUESTIONS 

Knowledge and understanding 
1 The scientific method is a multistep process. Which 

two of the following are important parts of the 
method? 
A observations made by eye and with instrumentation 

B subjective decisions based on data col lected 

C carefu l manipu lation of results to fit your ideas 

D the use of prior knowledge to help objectively 
interpret new data 

2 The following steps of the scientific method are out of 
order. Place a number (1- 7) to the left of each point to 
indicate the correct sequence. 

form a hypothesis 

collect results 

plan experiment and equipment 

draw conclusions 

question whether results support hypothesis 

state the biologica l question to be investigated 

perform experiment 

OA 
✓✓ 

• Scientific investigations are undertaken to test 
hypotheses. The resu lts of an investigation may 
support or reject a hypothesis, but cannot show it to 
be true in all circumstances. 

• Science cannot be used to evaluate hypotheses that 
are not testable, nor can it make value or moral 
judgements. 

• Models are useful tools that can be created and used 
to assist in a deeper understanding of concepts. 

3 Scientists make observations and ask questions from 
which a testable hypothesis is formed. 
a Define hypothesis. 

b Three statements are given below. One is a theory, 
one is a hypothesis and one is an observation. 
Identify which is which. 
i If skin cel ls are exposed to UV light, then cells wil l 

be damaged. 

ii The skin burned when exposed to UV light. 

iii Skin is formed from units called cells. 

4 a What do 'objective' and 'subjective' mean? 

b Why must experiments be conducted objectively? 

5 Define 'independent', 'controlled ' and 'dependent' 
variables. 

6 a Explain what is meant by the term 'controlled 
experiment'. 

b A student conducted an experiment to find out 
whether a bacterial species could use sucrose (cane 
sugar) as an energy source for growth. She already 
knew that these bacteria could use glucose for 
energy. Three components of the experiment are 
listed. Next to each one, indicate the type of variable 
described. 

i presence or absence of sucrose 

ii measurement of cel l density after 24 h 

iii incubation temperature, vo lume of culture, size 
of flask 

~------------------------------------------------------------------------------------------------- -
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Analysis 
7 A scientist conducts a set of experiments, analyses 

the results and publishes them in a scientific journal. 
Other scientists in different laboratories repeat the 
experiment, but do not get the same results as the 
original scientist. Suggest several possible reasons that 
could explain this. 

8 The following diagram illustrates a body function 
involving a feedback loop. Describe what the model 
shows, and discuss the benefits and limitations of this 
diagram as a visual model of biological feedback. 

blood 
vessel ____ clotting ____ clotting ___ clotting 
injury begins proceeds completed 

·-.;_,:i. .. ,. positive 
feedback 

chemicals 
released 

9 Below is a molecular model of the enzyme catalase, 
which converts hydrogen peroxide to water and 
oxygen. Suggest reasons why scientists construct 
molecular models in addition to simple diagrams or 
a written description of its molecular composition. 

10 Discuss how computer modelling could assist in 
representing scientific concepts and advancing 
scientific knowledge. 

·-------------- -------------------------------------- ---· 
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FIGURE 1.2.1 Scientists collecting grape 
vine samples for genetic research on 
the geographical origins of vines in the 
Mediterranean Basin 

O 'Cellular processes' are any of 
the cell processes and biochemical 
pathways covered in Unit 3, 
such as polypeptide synthesis, 
gene expression, enzyme 
regulation, cellular respiration and 
photosynthesis. 

O 'How life changes and responds 
to challenges' covers topics in 
Unit 4, such as immune responses 
to pathogens, changes in allele 
frequencies in populations, 
manipulation of gene pools through 
selective breeding, evolutionary 
changes in species over time and 
trends in hominin evolution. 
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1.2 Planning investigations 
Practical investigations are tl1ose for wluch you gather the raw data yourself. These 
often take the form of experiments, activities, field trips or surveys (Figure 1.2.1). 
Tl1ere are many elements to this type of practical investigation. A step-by-step 
approach v.rill help you through the process and assist you in completing a solid and 
worthwrule in,,estigation. 

Taking the time to carefully plan and design an investigation before you begin 
will help you maintain a clear and concise focus throughout. Preparation is essential. 
h1 this sectio11 you will lear11 about son1e of tl1e key steps to take ,vhen plan1ung 
investigations: 
• choosing a topic 
• defining key terms 
• sourcing information 
• obtaini11g ethics approval 
• ensuring occupational health and safety 
• writing a protocol and schedule. 

CHOOSING A TOPIC 
Throughout this course you will conduct practical work (laboratory or fieldwork) 
on a range of topics. For Unit 4 Area of Study 3 you are required to design and 
conduct a scientific investigation related to cellular processes and/or how life 
changes and responds to challenges. 

When you choose a topic, consider the follovving: 
• Choose a research question you find interesting. 
• Start with a topic about wruch you already have some background information, 

or some clues about how to perform the experiments. 
• Check that your school laboratory has the resources for you to perform the 

experiments or investigate the topic. 
• Choose a topic that can provide clear, measurable data. 

A number of topics that may be addressed in the course are suggested in 
1able 1.2.1. You will learn more about useful research techniques for topics like 
tl1ese in Section 1. 3. 

Before you start 
The topics in Table 1.2.1 are only suggestions. Select your topic based on vvhat 
resources are available to you. Before commencing your investigation, check mat 
you have: 
• the materials required to grow or culture an organism (e.g. plants, bacteria, 

yeast, protists or invertebrates) 
• equipment such as microscopes, pH meters, spectrophotometers, centrifuges, 

and data loggers 
• the materials needed to perform the experiments, such as biochemical test strips 

(for glucose, protein), enzyn1es and substrates, acids and bases. 
Also ensure that you: 

• can order an)' materials needed that are not on hand 
• have a solid understandi11g of the theory behind your investigation 
• are trained to use the required equipment 
• have a detailed plan for the practical components of your investigation 
• are able to access tl1e school laboratory wl1en you need to. 



TABLE 1.2.1 Potential areas for investigation in Units 3 and 4 

Laboratory experiments may be used to 
investigate factors affecting cellu lar and/or 
biochemical processes. 

Possible topics for laboratory investigation include: 
• phagocytosis or endocytosis in living cel ls 
• photosynthesis in plants, algae or cyanobacteria 
• cellular respiration in plants, algae, bacteria, fungi or yeast 
• comparison of photosynthetic p igments by chromatography 
• enzyme activity in living cells or t issues, or purified enzymes 
• plant and anima l responses to infection 
• antibiotics-mode of action and biological effectiveness 
• enzymes and electrophoresis for DNA manipulation and analysis 
• transformation of bacteria by plasmid transfer. 

Possible topics for f ieldwork investigation include: Fieldwork may be used for an investigation 
on cellular processes or for invest igating 
biological change over time. 

• collecting samples (e.g. for photosynthetic p igment extraction) 
• surveying populations for phenotypes and phenotypic change 
• assessing impacts of selective breeding programs 
• investigating the role of geological change on populations and evolutionary processes. 

Possible uses of onl ine databases include: 
• bioinformatics using DNA sequence data 

The use of data from online databases 
may faci litate, or be central to, your 
investigat ion. • comparison of protein structures with digital 3D protein models 

• global statistics on disease incidence and vaccination 
• species distribution 
• characteristics and images of hominin and other fossils 
• geologica l sites of fossil evidence. 

DEFINING KEY TERMS 
When you begin a scientific investigation, you first have to develop and evaluate a 
research question, determine the associated variables, formulate a hypothesis and 
define the aims. It is important to understand that each of these can be refined as 
the planning of your investigation continues. 
• The research question defines what is being investigated. For example: Is the 

rate of photosynthesis in plants dependent on temperature? 
• The variables are the factors that change during your experiment. For example: 

Temperature is a variable for the photosynthesis example given earlier. 
• The hypothesis is a statement that can be tested and is based on previous 

lmovvledge, evidence or observations, and that attempts to ans\;ver the researcl1 
question. For example: If the temperature increases from 20°C to 40°C, then the 
rate of photosynthesis will increase. 

• The aim is a statement describing in detail wl1at will be investigated. For 
example: To investigate the effect of temperature on the rate of photosynthesis 
in plants at 20°C, 30°C and 40°C. 

Determining your research question 
Before conducting an experimental investigation you need a research question to 
address. Once you have con1e up with a topic or idea of interest, the first tl1i11g 
you need to do is conduct a search of the relevant literature; that is, you must 
read scientific reports and other articles on the topic to find 011t vvhat is already 
known, and what is not kno\;vn or not yet agreed upon. The literature also gives 
)' OU important information for the introduction to your report and ideas for 
experimental methods. Use this information to generate questions. 

When you have defined the research question, you are able to formulate 
a hypothesis, identify the measurable variables, proceed with designing your 
investigation a11d suggest a possible outcome of the experiment. 

O When writing a research question, 
it is advisable to include the 
independent and dependent variables. 
For example, what is the effect of 
[the independent variable] on [the 
dependent variable]? 
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Stop to evaluate the question before you progress; it may need further refinement 
or even further investigation before it is suitable as a basis for an achievable and 
worthwhile investigation. Consider the follovving checldist: 

0 relevance- Make sure your question is related to your chosen topic. For your 

practica l investigation decide whether your question will relate to cellular structure or 

organisation, or to structural, physiological or behavioural adaptations of an organ ism 

to an environment. 

0 clarity and measurability- Make sure your question can be framed as a clear 

hypothesis. If the question cannot be stated as a specif ic hypothesis, then it is going to 

be very difficult to complete your research. 

0 time frame- Make sure your question can be answered within a reasonable period of 

time. Ensure your question isn't too broad. 

0 knowledge and skills-Make sure you have a level of knowledge and a level of 

laboratory skills t hat will allow you to explore the question. Keep the question simple 

and achievable. 

0 safety and ethics- Consider the safety and ethical issues associated with the question 

you will be investigating. If there are issues, determine if these need to be addressed. 

0 advice-Seek advice from your teacher on your question. Their input may prove very 

useful. Their experience may lead them to consider aspects of the question that you 

have not thought about. 

Defining your variables 
The factors tl1at can change during your experi1ne11t or investigation are called 
the variables. An experiment or investigation determines the relationship between 
variables. There are three categories of variables: 
• independent-a variable that is controlled by the researcher (the one that is 

selected and manipulated) 
• dependent-a variable that may change in response to a change in the 

independent ,,ariable, and is measured or observed 
• controlled variables-the variables that are kept constant during the investigation. 

You should l1ave only one independent variable. Otherwise )' OU could not be 
sure vvhich independent variable vvas responsible for changes in the dependent 
variable. 

Making predictions and constructing a hypothesis 
The h)rpotl1esis is a prediction of what you think will l1appen during a scientific 
investigation. It is a statement that can be tested (based on evidence and prior 
knowledge) to answer your research question. It defines a proposed relationship 
between two variables. To do this, you will need to identify the dependent and 
i11dependent variables. 

A good hypotl1esis is written in terms of the dependent and independent 
variables: 

If x happens, then y will happen. The 'if ' part of the hypothesis refers to the 
independent variable-the ,,ariable you alter in the experiment. Tl1e 'then' part 
relates to the dependent variable-the variable )' OU measure or observe. 

For example: 

If yeast is grown in acidic conditions) then the rate of cellular respiration will 
decrease. 

A hypothesis does not need to include 'if' and 'then' in its wording. For example, 
the previous hypothesis could also be stated the following way: 

The rate of cellttlar respiration in yeast will decrease when yeast cells are grown in 
acidic conditions. 



A good hypothesis can be tested to determine wl1ether it is supported (verified), 
or not supported (falsified) by the investigation. To be testable, your hypothesis 
should include variables that are measurable. 

When you evaluate your research question, consider the variables, and think 
about different potential hypotheses; it helps to create a table that outlines them. 
For example, Table 1.2.2 outlines a research question, the ,,ariables, and a potential 
hypothesis that relates to the effect of glucose on the rate of cellular respiration in 
yeast. 

TABLE 1.2.2 Example of research question, variables and potential hypothesis 

Independent variable 

Controlled variables 

Will the rate of cellular respiration in yeast cells be faster if the 
cells are exposed to higher amounts of glucose? 

glucose concentration 

rate of cel lular respiration measured as change in CO2 released 
over time 

yeast culture volume, temperature, light conditions 

The rate of cellular respiration in yeast will increase as glucose 
concentrat ion increases. 

Determining your aim 
The ain1 is the l,ey step required to test your hypothesis. T l1e aim should directly 
relate to the variables in the hypotl1esis, describing how each vvill be studied or 
measured. The aim does not need to include the details of the method. 

For example: 
• Hypothesis: If algae are exposed to low light levels, then the rate of photosynthesis 

will decrease. 
• Aim: To compare the rates of photosynthesis in algae at different distances from 

a light source. 
• Variables: distance from light source, i.e. light intensity (independent) and rate 

of photosynthesis (dependent). 

• You will now be able to answer key questions 1-3, 7 and 8. 

SOURCING INFORMATION 
When you are sourcing information during your search of the Literature, researching 
experimental methods and investigating a broader issue, consider v.rhether that 
information is from primary or secondary sources. You should also consider the 
advantages and disadvantages of using resources such as books or the internet. 

Primary and secondary sources 
Primary and secondary sources provide valuable information for research. 

Primary sources of information are created by a person directly in,rolved in 
an in,restigation. Examples of primary sources are results from research and peer
revievved scientific articles. Secondary sources of information are a synthesis, 
review or interpretation of primary sources. Examples of secondary sources are 
textbooks, newspaper articles and vvebsites. 

Sometimes the same type of resource may be classified as both a primary and a 
secondary source, depending on when and by whom it vvas vvritten. For example, 
a scientist's journal article on a clinical trial of treatments for teenage obesity is a 
primary source, while a general magazine article about teenage obesity written by a 
journalist and referring to the scientific study is a secondary source. Table 1.2.3 on 
page 16 compares priinary and secondary sources. 
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FIGURE 1.2.2 A reputable science magazine you 
might find in your school library 
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Secondary sources of information may have a bias) so you need to determine if 
they are reliable sources of information.You vvill learn about assessing the accuracy, 
reliability and validity of data in Section 1.4. 

TABLE 1.2.3 Summary of primary and secondary sources 

Primary sources 

• f irst-hand records of events or 
. 

experiences 
• written at the time the event 

happened 
• original documents 

• results of experiments 
• scientific journal/magazine 

articles 
• reports of scientific discoveries 
• photographs, specimens, maps 

and artefacts 
• interviews with experts 
• websites (if they meet the 

criteria above) 

Using books and the internet 

Secondary sources 

• interpretations of primary 
sources 

• written by people who did not 
see or experience the event 

• use information from original 
documents but rework it 

• textbooks 
• biographies 
• newspaper articles 
• magazine articles 
• radio and television 

documentaries 
• websites that interpret the 

scientific work of others 
• podcasts 

Peer-reviewed scientific journals are the best sources of information, but you are 
unlikely to have access to many of them, and much of tl1e information is difficult to 
interpret if you are not an expert in the field. 

As books, magazines a11d internet searches will be your most commonly used 
resources for information, you should be a,vare of their limitations (Table 1.2.4). 
Reputable science magazines you might find in your school library include N ew 
Scientist, Cosmos, Scz'entificAmerican and Double Helix (Figure 1.2.2) . 

TABLE 1.2.4 Advantages and disadvantages of book and internet resources 

Book resources 

• written by experts 
• authoritative information 
• reviewed to ensure information 

is accurate 
• logical, organised layout 
• content is relevant to the topic 
• contain a table of contents 

and index to help fi nd relevant 
information 

• may not have been published 
recently 

• usable by only one person at 
a t ime 

Internet resources 

• quick and easy to access 
• allow access to hard-to-find 

information 
• access to the whole world; 

millions of websites 
• up-to-date information 
• may be interactive and 

use animations to enhance 
understanding 

• time-consuming looking for 
relevant information 

• a lot of 'junk' sites and biased 
material 

• search engines may not display 
the most useful sites 

• cannot always tell how up-to
date information is 

• difficult to tell if information is 
accurate 

• hard to tell who has 
responsibility for authorship 

• information may not be well 
ordered 

• less than 10% of sites a re 
educational 



Evaluating books and journals 
Your textbook should be your first source of reliable information. Other information 
should be consistent with it. Articles published in journals and magazines often 
present findings of new research, 1vvhich may or may not be confirmed later, so 
be careful not to treat such sources of information as established fact. Scientific 
journals are peer-reviewed (critically reviewed by other specialist scientists) , 
whic.h gives them more credibility than other sources. 

Evaluating websites 
Remember that anyone can publish anything on the internet, so it is important to 
evaluate the credibility, currency and content of online information. To evaluate 
online information, follow this checklist: 

D credibi lity- Consider who the author is, their qual ifications and expertise; check for 

their contact information and for a trusted abbreviat ion in the web address, such as 

.gov or .edu; websites using .com may have a bias towards sell ing a product (but t his 

product could be a reputable science magazine or journa l), and .org sites might have 

a bias towards one point of view (although t hese sites can be a good starting point for 

general information). 

D currency- Check the date the information you are using was last revised. 

D content- Consider whether the information presented is fact or opin ion; check 

for properly referenced sources; compare information to other reputable sources, 

including books and science journa ls. 

• You will now be able to answer key questions 9 and 10. 

ETHICS 
Ethics is a set of moral principles by which your actions can be judged as right 
or wrong. Every society or group of people has its own principles or rules of 
conduct. Scientists ha,,e to obtain approval from an ethics committee and follow 
ethical guidelines when conducting research that involves animals, including, and 
especially, humans. 

Applying ethical principles means: 
• considering the implications of investigations of organisms and the environment

you should aim to maximise be11efit v.rhile minimising harm and risk 
• recognising the intrinsic value of life and respecting the ,velfare, autonomy, 

beliefs, perceptions and customs of others 
• using integrity whe11 recordi11g and reporting the outcomes of your investigation, 

and when using other people's data (such as in a literature review) 
• forming a conclusion about science-related ethical issues using scientific 

knowledge and skills, while also considering the needs of all parties involved 
• recognising the importance of social, economic and political ,,alues when 

forming conclusions using scientific understanding. 

Ethics approval 
If yo11 work vvith animals as part of your studies, you may need to obtain a licence. 
Check witl1 your school, teacher or laboratory technician. All anin1al use should 
f ollov.r the Victorian Government's guidelines for the care and use of animals i11 
schools. T hese guidelines recormn end that schools consider the '3Rs rule': 
• Replace the use of animals 1vvith other methods where possible. 
• Reduce the number of animals used. 
• Refine techniques to reduce the impact on animals. 

You should treat animals with respect and care. T he welfare of the animal must 
be the most important factor to consider v.rhen determining the use of animals in 
experiments. If at any time the animal being used in your experiment is distressed 
or injured, the experiment must stop. 
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elimination 
(most effective) 

substitution 

. . 
engineering 
controls 

administrative 
controls 

personal protective 
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(least effective) 

FIGURE 1.2.3 The hierarchy of risk control in 
this pyramid is shown from top to bottom in 
order of decreasing effectiveness. 

I 
\ 
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FIGURE 1.2.4 A lab coat, gloves and safety 
glasses are essential items of personal 
protective equipment in the laboratory. 

FIGURE 1.2.5 Researchers excavating human 
fossils at a cave in Atapuerca, Spain. Hard hats, 
ropes, harnesses, strong clothing and footwear 
are essential during fossil research in the field. 
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If l1uman volunteers are needed, then the participants need to be fully briefed 
on the aim of~ and methods involved in, the study, and they must give informed 
consent. They should also be given the opportunity to see the results of the study 
and their potential in1pact on the science corrununity. 

OCCUPATIONAL HEALTH AND SAFETY 
While planning for an investigation in the laboratory or outside in the field, it is 
important for )'Our safety and the safety of others that you consider the potential 
risks. 

Everything ,ve do has some risk involved. Risk assessm ents are performed 
to identify, assess and control hazards. A risk assessment should be performed for 
any situation) wl1ether in the laboratory or out in the field, that could cause har1n to 
people or animals. Al,vays identify the risks and control them to keep e,,eryone safe. 

To identif)' risks, think about: 
• the activity that you will be conducting 
• where in the environment you will be working ( e.g. in a laboratory, the school 

grounds, or a natural environment) 
• hovv you vvill u se equipment, chemicals, organisms or parts of organisms that 

you will be handling 
• what clothing you should wear. 

The hierarchy of risk control (Figure 1.2.3) is organised from the most 
effective risk management measures at the top of the pyramid to the least effective 
at the botto1n of tl1e pyramid. 

Tal<e the follo,ving steps to manage risks ,vhen planning and conducting an 
investigation: 
• Elimination-eliminate dangerous eqt1ipment, methods or substances. 
• Substitution-find different equipment, methods or substances to use that will 

achieve the same result, but have less risk associated. 
• Engineering-modify equipment to reduce risks. Ensure there is a barrier 

between the person and the hazard. Examples include physical barriers, such 
as guards in machines, or fume hoods when ,vorking with volatile substances. 

• Administration- provide guidelines, special procedures, warning signs and safe 
behaviours for any participants. 

• Personal protective equipment (PPE)- wear safety glasses, lab coats, gloves, 
respirators and any other necessary safety equipment vvhere appropriate, and 
provide these to other participants. As PPE can be damaged) it is considered the 
least effective control measure, but it remains an essential safety fean1re after 
other control measures are in place (Figure 1.2.4). 

Science outdoors 
Your investigation may involve outdoor fieldvvork (Figure 1.2.5). All the potential 
risks, and ways to minimise them, must be considered wl1en planning fieldwork. 
Ways to reduce risk include use of suitable protective clothing, kno,;vledge of the 
terrain, having up-to-date maps, and checking predicted weather and fire risk. 

Chemical safety 
Some chemicals used in laboratories are harmful. When you are vvorking ,vith 
chemicals in the laboratory or at ho1ne, it is important to k.eep them a,vay from 
)'Our bod)'. Laboratory chemicals ca11 enter the body in three ways: 
• ingestion- Chemicals that have been ingested ( eaten) may be absorbed across 

cells lining the moutl1 or enter the stomach, and may then be absorbed into the 
bloodstream. 

• inhalation-Chemicals that are breathed in (inhaled) can cross the thin cell 
layer of the alveoli in the lungs and enter the bloodstream. 

• absorption-Some chemicals are able to pass tl1rough the skin in a process 
called absorption. 



When working with any type of chemical you should: 
• identify the chemical codes and be aware of the dangers they are warning about 
• become familiar \Vith the relevant safety data sheet, formerly kno'A1n as the 

material safetJr data sheet 
• use personal protective equipment 
• wipe up any spills 
• wash your hands thoroughly after use. 

Chemical codes 

The chemicals in laboratories, supermarkets, pharmacies and hardware shops have 
\varning symbols on their labels. These are a chemical code indicating the nature of 
the contents (Table 1.2.5). From 1 January 2017, tl1e Globally Harmonised System 
of Classification and Labelling of Chemicals (GHS) pictograms were introduced 
into Australia. 1.~his system is used for labelling containers and in safety data sheets. 
Some of the pictograms tl1at you may see denote chemicals that are corrosive, pose 
a healtl1 hazard or are flammable. Tl1ese chen1ical codes \;1,1ill need to be analysed 
and addressed when you are planning and conducting scientific investigations. You 
will perform a risk assessment in which these chemical codes will be provided, then, 
after a11alysing them, you may need to modify J7our experimental plan so that safety 
is improved. 

TABLE 1.2.s GHS pictograms used as warning symbols on chemical labels 

GHS pictogram Use GHS pictogram 

flammable liquids, 
solids and gases; 
including self
heating and self
igniting substances 

corrosive chemicals; 
may cause severe 
skin and eye 
damage and may be 
corrosive to metals 

low level toxicity; 
th is includes 
respiratory, skin 
and eye irritation, 
skin sensitisers and 
chemica ls harmful if 
swal lowed, inhaled 
or in contact with 
skin 

oxidising liquids, 
solids and gases, 
may cause or 
intensify fire 

gases under 
pressure 

hazardous to 
aquatic life and the 
environment 

explosion, blast or 
projection hazard 

fatal or toxic if 
swal lowed, inhaled 
or in contact with 
skin 

chronic 
health hazards; 
th is includes 
aspiratory and 
respiratory hazards, 
carcinogenicity, 
mutagenicity and 
reproductive toxicity 
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Safety data sheets 

Every chemical substance used in a laboratory has a safety data sheet (SDS). 
This contains important information about the possible hazards in 11sing the 
substance and ho1vv it should be handled and stored. An SDS states: 

• the name of the hazardous substance 
• the cl1emical and generic names of certain ingredients 
• the chemical and physical properties of the hazardous substance 

• health hazard information 
• ho1vv to store the cl1emical safely 
• precautions for safe use and handli11g 
• l101vv to dispose of the chemical safely 
• the name of the manufacturer or importer, including an Australian address and 

telephone number. 

An SDS contains important safety a11d first aid informatio11 for teachers and 
technicians about each chemical you commonly use in the laboratory. 

The SDS provides employers, workers and emergency cre\VS with the necessary 
information to safel)' manage the risl, of hazardous substance exposure. 

• You will now be able to answer key questions 4-6. 
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1.2 Review 

SUMMARY 

• A research question is a statement that broadly 
defines what is being investigated. 

• A hypothesis: 

is a statement that can be tested and is based on 
previous knowledge and evidence or observations, 
and a.ddresses the research question 

- often takes the form of a proposed relationsh ip 
between two or more variab les in a cause and 
effect relationship 

- must be testable; that is, able to be supported 
(verified) or not supported (fa lsified) by 
investigation. 

• The three types of variables are: 

- independent-a variable that is controlled by 
the researcher (the one that is selected and 
manipulated) 

KEY QUESTIONS 

Knowledge and understanding 
1 Write each of the three inferences below as an 

'if ... then .. .' hypothesis that could be tested in an 
experiment. 
a Fungi produce compounds that kill bacteria. 

b An enzyme in stomach fluid causes meat to be 
digested. 

c Acidic conditions are not good for cellu lar 
respiration in eukaryotic cells. 

2 Write a hypothesis for each of the fol lowing scenarios: 

a A student investigating algal blooms wondered 
whether Ch/ore/la, a unicellu lar eukaryotic alga, 
carries out photosynthesis faster than Anabaena, 

a cyanobacterium. 

b A student on work placement at a dairy research 
station wondered whether dairy cattle with mastitis 
(a bacterial infection of the udder) would have more 
white blood ce lls such as neutrophi ls in their blood 
to fight the infection. 

3 Which of these hypotheses is written in the correct 
format? Explain why the other options are not good 
hypotheses. 

A If light and temperature increase, then the rate of 
photosynthesis increases. 

B Cellular respiration is affected by temperature. 

C Light is re lated to the rate of photosynthesis. 
D Light triggers a response in motile algae to move 

towards the light source. 

OA 
✓✓ 

- dependent-a variable that may change in 
response to a change in the independent variable, 
and is measured or observed 

- controlled variables- variables that are kept 
constant during the investigation. 

• An aim is a statement describing in detai l what will 
be investigated. 

• Primary sources of information are created by 
a person directly involved in an investigation. 
Secondary sources of information are a synthesis, 
review or interpretation of primary sources. 

• Ethical and safety considerations must be of the 
highest priority at all times during a scientific 
investigation. 

4 Complete the following tab le to list and describe the 
three ways a laboratory chemica l cou ld enter the body 
and how you m ight prevent this occurring. 

Mode of entry I How the substance enters I Prevention 

5 If you spilled a chemical substance with the fol lowing 
label on yourself, what would be the appropriate thing 
to do? 

6 If you spilled a live bacteria l culture on the lab bench, 
you would use paper towel to soak up the liquid. 

a Who would you consult about proper clean-up 
procedures? 

b What personal protective equipment (PPE) would 
you wear during this clean up? 

c What would you use to clean the bench top? 

continued over page 

~------- ------------------------------------------------ ---------------------- -----------~ 
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1.2 Review continued 

Analysis 

7 

8 

Identify the independent, dependent and controlled 
variables that would be needed to invest igate each of 
the following hypotheses. 

a If a gene for salt tolerance is delivered to wheat 
plants, then the modified wheat will be able to grow 
in sa line soils. 

b Algae that live in shaded water have photosynthetic 
pigments that are different from those of algae that 
live in water exposed to full sunlight. 

Consider the planning process for the fo llowing 
investigation of an enzyme that breaks down cellulose: 

Aim: 

Method: 
1. Set up 6 equal-sized test tubes in a test tube rack. 
2. Label 2 test tubes pH 5. Add 5 ml of pH 5 buffer to each tube. 
3. Label 2 tubes pH 7. Add 5ml of pH 7 buffer to each tube. 
4. Label 2 tubes pH 9. Add 5ml of pH 9 buffer to each tube. 
5. Add 0.1 ml of cellulase enzyme solution to one tube at each pH. 
6. Add 0.1 ml of the appropriate buffer (pH 5, 7 or 9) to the other 

tube at each pH. 
7. Place the test tube rack, with all tubes, in a 37°C water bath. 
8. Add 0.1 g shredded cellulose paper to each of the test tubes. 
9. Incubate for 24h. 
1 o. Take 1 m l of solution from each tube and test for presence 

of glucose. 

Experimental design: 

+ cel lulase 11 
11 J I 

-
I l I 

'

' '1 ' I ' ,., 

pH 5 pH 7 pH 9 

a Before conducting this experiment, what 
information would be researched as background for 
the introduction of the practical report? 

b What information wou ld you need to find out to 
conduct the experiment effectively? 

c Identify the independent variable for the 
experiment. 

d Identify the dependent variab le for the experiment. 

e List the controlled variab les stated in the method. 

f Write an aim for this experiment. 

g Why was it important to use the set of test tubes 
without cellulase? 

h Suggest improvements to the design of this 
experiment. 

9 

10 

Decide whether each of the following is a primary or a 
secondary source of information. 

a a newspaper article about genet ically edited human 
embryos 

b an experiment to investigate molecular changes 
within cells t reated with hormones 

c an interview with a f isheries molecular scientist 
about using DNA analysis for tracking tiger sharks 

d a website with information about genetic 
. . 

eng1neer1ng 

You are learning about genetically inherited d iseases 
and are searching for facts about cystic fibrosis. From 
the list below, which wou ld be the best resource to 
use? Give reasons for your choice. 

A the book Cystic Fibrosis, published in 1997 
8 the article 'Living with cystic fibrosis' published in 

the Daily Mail on 23 February 2008 

C the Cystic Fibrosis Australia website accessed on 
30 August 2020 
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1.3 Techniques used in scientific 
investigations 
In this section you vvill learn about designing and selecting m ethods to use in scientific 
investigations. You will be introduced to different techniques, and understand l101vv 
selecting appropriate equipment and methods will allow you to obtain accurate and 
precise m easurements. The choice of techniques, sample size and data collection 
will also be discussed. 

MICROSCOPY 
Your practical investigation ma), involve the study of live cells or prepared slides 
using microscopic methods. You may need to include cell size, number and cellular 
behaviour as part of your experimental evidence. You probably have access to ligl1t 
microscopes with magnifications up to 400X and possibly lOOOX (oil immersion). 

Field of view and size of specimens 
Biological drawings should include a scale. Calculating the field of view under 
the microscope is required for estimating the size of specimens vie1vved. To calculate 
tl1e field of view you use a minigrid. This is a 1 mm X 1 mm grid 1vvith a smaller 
microgrid of l OOµm X lOOµm in the centre (used with the 40X objective) 
(Figure 1. 3. 1) . 

a b 

Imm 100 µm 

Field of view = 4000µm + 500µm 
= 4500µn1 
= 4 .5m1n 

FIGURE 1.3.1 (a) Light microscopes are used extensively in biology. (b) Using a minigrid allows you 
to measure the field of view and calcu late cel l size. Th is is a view of a minigrid at 40X magnification. 
Each large square is 1 mm2, so the field of view is 4.5 mm (or 4500 µm). 

Once )'OU have calculated your field of view for each lens, you can estimate the 
size of the cells. For example, you may be studying the processes of phagocytosis and 
lysosome action in Amoeba or Paramecium (Figure 1.3.2). If at 400X magnification 
you estimate that one cell occupies half the diameter of the field of vievv ( or two 
cells span the field of vie,,v) and the field of view is 450 µm, then the estimated size 
of each cell is 450 µm + 2 cells = 225 µm. 

O Typical magnifications and fields of 
view in a school light microscope are 
listed. Microscopes usually have lO X 
eyepieces. The total magnifi.cation is 
the product of the eyepiece (ocular 
lens) and the objective lens. 

Objective Total 
lens magnification 

4x 

lOx 

40X 

lOOx 

40x 

lOOx 

400x 

lOOO x 

Field of 
• view 

4.5mm 

1.5mm 

450µm 

150µm 

FIGURE 1.3.2 Paramecium caudatum viewed 
through a light microscope. Yeast cells 
(stained red) that have been engulfed by the 
Paramecium can be seen in the vacuoles. 
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If using microscopy> it is important that a large sample size is used. For example> 
in an investigation into the effect of an acidic environment on bacterial cell grovvth, 
a sample of a culture could be taken and placed on a slide to be stained and 
viewed using oil immersion microscopy. If only one slide was used> it would be 
recommended to look at multiple fields of vievv. The number of bacteria within each 
field of vievv could then be calculated and an average number of cells on the slide 
determined. As the sample size increases> the results will more accurately represent 
the overall population and the effect of errors and uncertainty in the method will 
be reduced. In this example, more slides could be prepared from the same bacterial 
cultures, and multiple fields of viev.1 fron1 each slide calculated to obtain a11 even 
larger sample size. 

• You will now be able to answer key question 1. 

CELL CULTURE 
Cell culture is a core technique in biological sciences; unfortunately, animal 
cell culture is restricted to laboratories that have specialised equipment and 
training, as well as ethics and safety approvals. However, in your school lab 
you are able to grow cultures of eukaryotic cells including unicellular algae 
(e.g. Chlorella), protists (e.g. Paramecium caudatun1, and Amoeba proteus) and )'east 
(e.g. Saccharomyces cerevisiae, baker's yeast) (Table 1.3.1). I(eep in mind that cells 
take time to grow, so plan early. You can also gro\~' cultures of bacteria (lov.1 risk 
category 1) such as Escherichia coli, Staphylococcus epidermidis and Bacillus subtilis 
on agar plates or in brotl1 cultures. Live cell cultures can be used to investigate 
factors affecting cellular processes that may be reflected in cell grovvth rates, cell 
responses and other cellular processes. 

TABLE 1.3.1 Growing cells for biology investigations 

Bacteria and yeast are cultured 1n 
appropriate liqu id nutrient broth or 
nutrient agar plates. 

Algae and prot ists can be grown in 
suitable protist medium in steri le 
glassware. Algae are grown in good light 
conditions. Protists prefer the dark. 

Plant tissue cu lture. Small segments 
of stem or leaf are surface sterilised to 
remove contaminants. Explants (any 
sample taken from the organism, like a 
cutting) are cultured on plant nutrient 
agar over days or weeks. 



I CASE STUDY I 

Growing body parts 
The study of cell biology makes extensive use of cells 
grown in culture (Figure 1.3.3). Cells are removed from 
an animal or plant and grown in vitro, in a dish bathed 
in nutrient medium under sterile conditions. Cells are 
treated for investigations of cellular processes and 
analysed by methods such as immunofluorescence 
microscopy, and analysis of biochemical pathways and 

. 
gene expression. 

I 

FIGURE 1.3 .3 Cells attach to the surface of the culture dish. 
A medium containing nutrients such as glucose, amino acids, 
vitamins and proteins covers the cells. The red colour of the 
medium is a pH indicator. 

Cell culture is essential for stem cell research and 
exploration of stem cel ls as a therapeutic tool. Stem cells 
differentiate, so they can be identified with fluorescent 
tags and sorted by a technique called f low cytometry 
(Figure 1.3.4). 

FIGURE 1.3 .4 A scientist analyses cells with a flow cytometer. Cells 
are tagged with a fluorescent marker, sorted in the flow cytometer 
and visualised on a con1puter screen. 

Replacement of ce lls and t issues lost through disease 
or injury is a challenge for medical research. Advances 
in ce ll culture methods, including stem cell technology, 
provide an opportunity for meeting th is chal lenge. Tissue 
engineering combines cell culture and biopolymer 
scaffolds for the growth of specialised cells into the shape 
of body tissues or organs. Adult cells with the ability to 
replicate can be cultured directly in vitro; for example, 
skin ce lls are grown as sheets to replace skin damaged 
by burns. Alternatively, stem ce lls are cultured and 
differentiated into the cell types needed to reconstruct 
t issues. Skin, carti lage, heart va lves and corneas are 
examples of tissues grown in the lab (Figure 1.3.5). 

FIGURE 1.3.5 Corneal tissue grown in the laboratory. It was cultured 
from human epithelial cells that line the cornea of the eye. 

Growing complex organs such as a urinary bladder 
has been done in the laboratory; however, achieving 
a functional organ in the body has so far proven 
challenging due to the difficulty of connecting all the 
blood vessels and nerves needed for a functional organ. 
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delivery tube 

boiling 
tube 

test tube 

limewater 

water bath 
at 35°C 

sugar and beehive shelf 
yeast 

FIGURE 1.3.6 Yeast carbon dioxide test: A water 
bath being used to heat a stoppered test tube 
contain ing a yeast and sucrose solution (left) 
is connected by a delivery tube to a test tube 
of limewater (right). Cloudiness in limewater 
is a positive test for carbon dioxide, indicating 
fermentation in the yeast. 

O Direct measurements involve 
measuring the exact product 
of a reaction, whereas indirect 
measurements involve measuring 
the change in an indicator (such as 
pH, colour or turbidity) that would 
be affected by the products of the 
reaction. 

26 CHAPTER 1 I SCIENTIFIC INVESTIGATION 

INVESTIGATING CELLULAR PROCESSES 
Cellular respiration and photosynthesis ca11 be detected in several ways, some of 
,:vhich provide qualitative results, a11d others which provide quantitative data. A fevv 
examples of materials you might use in a laboratory to conduct an investigation are 
described l1ere. 

Cellular respiration 
Cellular respiration may be studied in plant seedlings, yeast cultures, or insect 
populations. Carbon dioxide (CO2) is a product of cellular respiration. Carbon 
dioxide can be detected directly using a data logger with a carbon dioxide sensor, 
or indirectly by mixing the air from a grovvth cl1amber with calcium carbonate 
solution, commonly kno,:vn as lirnevvater (Figure 1.3 .6). Carbon dioxide dissolved 
in water forms carbonic acid, causing an acidic pH change, so cellular respiration in 
~rater plants, algae and yeast cultures can be detected with a pH indicator, pH test 
strips or a pH meter. Yeast in broth culture or immobilised in alginate balls may be 
investigated for factors affecting cellular respiration, such as temperature, nutrient 
concentration and inhibitors. 

Photosynthesis 
Photosynthesis can be studied in plants, gro,ving seedlings, algae and cyanobacteria. 
In water, photosynthesis of plants and algae can be measured by oxygen production 
using a photosynthometer, ~rhich is a syringe connected by tubing to pond water 
surrounding a water plant, such as Elodea. 0x)7gen is collected and measured in the 
syringe (Figure 1. 3. 7 a) . Another approach is to measure the change in pH of the 
water as carbon dioxide is removed for photosynthesis; for example, by using 
hydrogen carbonate pH indicator (Figure l .3.7b). This method of measuring 
photosynthesis is another indirect measurement. Carbon dioxide dissolves in water 
to forn1 carbonic acid. This lowers the pH, ~rhich is ,:vhy a pH indicator can be used 
to indirectly measure pl1otosynthetic rate. 

Photosynthesis can also be investigated in small leaf discs; the discs trap oxygen 
gas as they photosynthesise, become buoyant and float. Conditions that may affect 
the rate of photosynthesis, such as light intensity, temperature and chlorophyll 
concentration, can be investigated using these methods. 

FIGURE 1.3.7 Students investigating photosynthesis by different methods: (a) Measuring oxygen 
produced by pond weed (in the test tube). As the pond weed photosynthesises it produces oxygen, 
which is collected and has its volume measured in the photosynthometer (syri nge connected by 
tubing to pond water). (b) Measuring pH change with hydrogen carbonate indicator. Algae are 
immobilised in small alginate balls in each tube. pH change reflects carbon dioxide intake for 
photosynthesis. 

• You will now be able to answer key questions 2 and 6. 



TOOLS TO SUPPORT YOUR PRACTICAL INVESTIGATIONS 
A variety of tools can be used ,vhen conducting scientific investigations. The choice 
of equipment is important to ensure that your measurerne11ts are accurate (to 
minimise error), and that your results are reproducible and reliable (minimising 
uncertainty). Equipment that migl1t be of use \i\7hen conducting in,1estigations is 
outlined in Table 1.3.2. 

TABLE 1.3.2 Tools that may be available for practical investigations 

Simple indicator of pH 

Tool: A d ipst ick test for the fu ll pH range. 
A strip with pH-sensitive coloured pads is 
dipped into a solution then read aga inst a 
reference colour chart after a defined t ime. 
Purpose: To measure the pH of a solution. 

\ 
pH-Site~ 0-14 

•••••••• •••••••• •••• •••••••• 

-

-- • 

Tool: Common types of probes and 
capabilit ies in data have the ability to 
measure: 
• pH 
• temperature 
• oxygen concentration 
• carbon dioxide concentration 
• absorption colorimeter 
• concentration of various compounds. 
Purpose: To enable data col lect ion over 
sign if icant time periods. 

Measuring pH or temperature 

Tool: Electronic meters and probes. 
Purpose: To measure pH or temperature. 

0 
0 

0 

Tools include: 

0 
e 

a biuret reagent* for detecting protein 
(colour change from blue to purple) 

b Benedict's reagent* for detecting reducing 
sugars such as glucose, maltose, fructose; 
not sucrose (colour change from blue to 
orange/red) 

c iodine- potassium iodide (IKI)* reagent 
for detecting starch (colour change from 
yel low/orange to deep blue). 

Purpose: To detect different biochemical 
reactions. 

a b C 

* Some tests are qualitative; quantitative or 'semi
quantitative' results may be achieved if combined 
with standards and absorbance readings. 

• You will now be able to answer key questions 3 and 4. 

Measuring solutes 

Tool: Strip tests for measuring glucose, 
protein and other solutes: 
• Multistix tests for severa l substances 
• Uriscan strips test glucose and protein 
• Glucostix tests glucose on ly 
Purpose: Usual ly designed to test urine. 
Coloured pads on the strip are dipped into 
urine or other solutions; colour develops 
and is read aga inst a reference chart. 
Detection is often based on an enzyme 
reaction with in the pad. 

Tool: Colorimeter or spectrophotometer. 
Purpose: To quantify colour reactions, or 
turbidity for monitoring cel l growth. 

] 
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Pepsin 

I 

Pepsin+ 
HCI Acid 

J 

FIGURE 1.3.8 (a) Some bacteria produce 
catalase. A bacterial colony is placed on a slide 
with a drop of hydrogen peroxide. If catalase is 
produced by the bacteria, oxygen is released 
and seen as bubbles. (b) Measuring the volume 
of oxygen released from a yeast culture after 
catalase enzyme is added. Catalase reacts with 
hydrogen peroxide, a by-product of cellu lar 
reactions. (c) Investigating the effect of pH on 
digestive proteases acting on muscle tissue. 
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INVESTIGATING ENZYMATIC REACTIONS 
Enzymes are biological catalysts that regulate biochemical processes in cells. 
Enzymes speed up the conversion of substrates to products. They are not consumed 
in the reaction. The general equation for enzymatic reactions is: 

substrate(s) 
enzy1ne 

product(s) 

To measure enzymatic reactions, you can either measure the decrease in the 
amount of substrate or the increase in the amount of product. You will learn more 
about enzymes i11 Chapter 5. 

Enzymes that could be used for your practical investigation may be present in 
biological material or purchased from a commercial supplier. To stud)' tl1e factors 
regulating an enzyme reaction you need an enzyme, its substrate, and a method 
to measure the change in amount of the substrate or product or both. Table 1.3.3 
outlines some exan1ples. 

TABLE 1.3.3 Useful enzymes for practical investigations 

The 
enzyme 

The 
substrate 

Sources 

present in fresh cells and 
t issues 

present in commercial 
products 

purchased in purified 
form from a biochemicals 
supplier 

present in b iologica l 
tissues 

purchased in purified 
form from a biochemicals 
supplier 

Examples 

• catalase in some bacteria, liver or potato 
• amylase in seeds 

• proteases in meat tenderiser 
• lipases and proteases in washing powders 
• amylases in some wal lpaper strippers 

• t rypsin and pepsin 
• amylase 
• cata lase 
• cel lu lase 
• restriction enzymes 

• protein in egg white or meat 
• starch in grain-based foods 
• cellulose in p lant material 

• starch 
• albumin 
• hydrogen peroxide 
• DNA from plasmid or bacteriophage 

Some reactions can be detected by visible changes in the mass of the starting 
material, a change in physical appearance or the production of bubbles from a 
gaseous product. Other reactions require a biochemical detection test that gives 
an obvious colour reaction, or a spectrophotometer to detect a colourless product. 
Colour reactions without measurement are examples of qualitative results. If you 
have equipment to measure absorbance of a colour reaction, such as a colorimeter, 
then it may be possible obtain quantitative results for more accurate and reliable 
data. 

Examples of enzyme experiments are shown in Figure 1.3.8. 



Measuring absorbance for quantifying reactions 
If your school has a colorimeter or spectrophotometer, then you may be able to get 
quantitative results when conducting experiments that use colour-based reactions, 
such as tl1e detection of protein or starch. You can also use this instrument to 
measure the turbidity and optical density of bacterial cultures or yeast broths, 
providing a quantitative measure of their growth rates and an ability to account for 
sources of error and uncertainty. 

A sample is placed in a special tube called a cuvette, vvhich is placed in the 
instrument. Light of a particular wavelength is sl1one through the sample, vvhicl1 
absorbs some of the light (Figure 1.3.9). The appropriate \vavelength of light to 
select is the one that is maximally absorbed by the sample, and this differs for each 
substance measured. For example, blue solutions absorb light around 600 nm, and 
red solutions absorb light around 490 nm (wavelength is measured in nanometres, 
nm, and represented by the symbol A). '"fhe meter reads the amount of light 
absorbed b)' the sample. A sample with a high concentration of the substance \Vill 
absorb more light and therefore give a higher absorbance reading. 

• You will now be able to answer key question 5. 

CHROMATOGRAPHY 
Chromatography methods available in your school laboratory may include paper 
or thin layer chromatography (Figure 1.3.10) . Photosynthetic pigments vary in 
different organisms, such as different plants, algae and cyanobacteria. Different 
photosynthetic pigments have different properties of light absorbance, so are 
rele\rant to tl1e rates of photosynthesis in different conditions. 

Amino acids, the building block of proteins, can also be investigated by 
chromatography with the detection agent ninhydrin, whicl1 must be used safely in 
a fume hood. 

FIGURE 1.3.10 (a) Thin-layer chromatography (TLC) plate in a beaker, showing separated 
components (colours). TLC is performed on a sheet of glass, plastic or foil coated in a th in layer of 
adsorbent material. (b) An example of plant pigment molecules separated by paper chromatography. 
The sample is applied to the plate or paper and a solvent is drawn up the plate or paper via capillary 
action. Different components move up at different rates, causing them to separate. 

a 

b 

light in 

• • 

light out 

FIGURE 1.3.9 (a) A colorimeter or 
spectrophotometer reads absorbance of light. 
A sample is placed in a cuvette and placed 
in the instrument. (b) Light of a particu lar 
wavelength is shone through the sample. The 
meter reads the amount of light absorbed by 
the sample. A sample with higher concentration 
gives a higher absorbance reading. 
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BIOFILE 

Biotechnology from plant 
pigments 
Researchers investigate the structure of 
the different photosynthetic pigments 
in plants and algae with instruments 
such as high performance liquid 
chromatography (see figure below). 
Better understanding of the structure 
and function of photosynthetic 
pigments may lead to biotechnology 
applications such as silicon-based 
artificial photosynthesis systems for 
CO2 capture, and genetic enhancement 
of photosynthetic organisms used as 
food sources and for pharmaceutical 
production. 

-' 

/ 

Leaf pigment chromatography. A plant 
physiology researcher extracts a sample 
of pigments from leaf tissue (green 
I iquid, front right) for analysis in the 
high-performance liquid chromatography 
machine in the background. Photographed 
at the ARS (Agricultural Research Service) 
Natural Products Utilization Research 
Unit in Oxford, Mississippi, USA, wh ich 
conducts research for the US Department 
of Agriculture 
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ELECTROPHORESIS 
Gel electrophoresis is a technique for separating proteins and DNA according to 
their size. Electrophoresis uses specialised equipment, vvhich may not be available 
at your school. For DNA analysis, a gel with DNA samples loaded in small wells 
is placed in an electrophoresis apparatus (Figure 1. 3 .11 a). An electric current is 
applied, causing DNA fragments of different sizes to separate (Figure 1.3.llb). 
T his method is used to investigate hovv different restriction enzymes cut DNA 
and to analyse plasmids for gene cloning. It is also used to view the products of 
a polymerase chain reaction (PCR), which is used for many applications, such as 
DNA barcoding. 

FIGURE 1.3.11 (a) A scientist loads DNA samples into the wells of an agarose gel for electrophoresis. 
Upper portion of photograph shows an operating electrophoresis chamber, with electrodes 
connected to red and black power cables. (b) DNA bands form when an electric current is applied 
because smaller fragments of DNA travel faster and therefore further than larger fragments. 

IMMUNOLOGICAL INVESTIGATIONS 
You may have access to prepared microscope slides of blood smears that can 
be used to in,,estigate human responses to invading pathogens. (It is not safe to 
prepare your own blood smears. This should only be done in specialised labs or 
clinical settings by trained personnel.) 

Different types of white blood cells ( or leukocytes) in a stained blood smear can 
be identified under a light microscope by their size and shape (or morphology), 
particularly the morphology of their nucleus, as well as by the colour the cells 
stain (Figure 1.3 .12). White blood cells are the cells of the immune system that are 
involved in protecting the body against both infectious disease and foreign invaders. 
The numbers of specific white blood cells can vary, depending for example on the 
presence of different types of infection, or in blood cancers such as leukaemia and 
myeloma. 

-

FIGURE 1.3.12 Light micrograph of a normal 
human blood smear showing the different 
types of white blood cells (neutrophil, 
monocyte, eosinophil , lymphocyte 
and basophil) and red blood cells (or 
erythrocytes). The mature human red blood 
cell is small, round, biconcave, and lacks a 
nucleus and organelles. 



COLLATING SECONDARY DATA FROM DATABASES 
Many databases of biological information in addition to gene a11d protein sequences 
are available.T hey include databases for biochemical pathways and cellular signalling. 
Other open-access databases provide a large body of information for investigating 
tl1e living vvorld, biosciences and molecular biology. They i11clude databases from 
museums and research institutions and include the records of specimens, fauna and 
flora, biodiversity and fossil collections (Table 1.3 .4). They may include images, 
ph1rsical data and information about the geographic distribution of samples that 
can be used in scientific investigations (Figure 1.3.13) . 

TABLE 1.3.4 Useful databases for investigating biodiversity 

Bioinformatics database 

Encyclopedia of Life 
Tree of Life Web Project 

Museums Victoria 

Austra lia Museum-Learn ing Resources 

American Museum of Natural History 
Smithsonian Museum of Natural History 

The Pa leobio logy Database 
Fossi !works 

Type of data, information or applications 

species information, biod iversity, taxonomy, 
phylogeny 

species data, classificat ion, geographic 
distribution over time, skull image databases, 
biological data, fossils 

evolution and extinction of Austra lian 
mammals; human evolution with 3D virtual 
sku ll s 

research and collections with links to various 
resources, e.g. palaeobiology, bioinformat ics 

databases of fossi ls, geological distribution, 
t imescales, analysis tools, const ruct maps 

• 
=-~ ~~ 0 ' 

FIGURE 1.3.13 Map 
showing the distribution 
of marsupials in the 
Miocene geological 
period, constructed 
using a palaeontology 
database with search 
and mapping tools 
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CASE STUDY ANALYSIS 

The rise of bioinformatics 
Bioinformatics is the use of 
mathematics, statistics and computer 
science to analyse and understand 
biological data. Bioinformatics 
computer programs can be used 
to organise raw biological data 
to visualise patterns, identify 
genes, model protein structures 
(Figure 1.3.14), compare DNA 
sequences (Figure 1.3.15), predict 
evolutionary relationships and 
discover and design drugs, along with 
many other applications. 

FIGURE 1.3.14 Bioinformatics tools enable 
you to view the secondary structure of 
proteins such as this bovine prion protein, 
which misfolds and forms clumps in the 
brains of animals with 'mad cow disease' . 

Bioinformatics is one of the fastest 
growing areas of biological science 
and is now integral to most research 
and development in biology. The 
global bioinformatics market is 
predicted to grow from US$4.1 billion 
in 2014 to US$18.9 billion by 2026. 
This rapid growth is primarily driven 
by the medical biotechnology sector, 
with demand for more comprehensive 
and efficient storage and access 

to personal medical data, and 
the development of personalised 
medicine. 

One of the best known applications 
of bioinformatics is whole genome 
sequencing. The Human Genome 
Project is still known as the world's 
largest collaborative biological project. 

It began in 1990 and by 2003 the 
three billion nucleotide bases of the 
human genome had been sequenced. 
With the technology available at 

is becoming more accessible, the 
pool of raw data for analysis is 
growing, requiring efficient data 
storage and management systems 
and the processing power to analyse 
it. The potential applications of 
whole genome data are vast but are 
limited by the bioinformatics tools, 
computational power and specialised 
knowledge of bioinformatics currently 
available to most biologists. As the 
demand for and capabilities of this 
technology grows, the scope of 
biological research is also shifting. 
Biologists are increasingly required 

the time, this was an enormous 
undertaking, costing approximately 
US$3 billion dollars. With rapid 
advances in sequencing technology, 
the output of genome sequencing 
has skyrocketed, while the cost to 
sequence a genome has plummeted. 
It now costs just over $1000 to have 
your entire genome sequenced, 
making it affordable for many people. 

Although sequencing technology 

TABLE 1.3.5 Bioinformatics resources 

Centres providing bioinformatics 
databases 

Biology Workbench, San Diego 
Supercomputer Center 

US National Center for Biotechnology 
Information (NCBI) (GenBank) 
European Bioinformat ics Institute 
(EMBL) 

NCBI- Cn3D 
OpenScience- Jmol 

Sanger Inst itute 

to hone interdisciplinary skills in 
computer science, mathematics and 
statistics in order to keep pace with 
the rapid rise of bioinformatics. 

A sample of online biointormatics 
resources is listed in Table 1.3.5. 

Type of data or information; applications 

search DNA and protein sequences; sequence 
alignment, constru ct evolutionary t rees 

nucleotide (gene) sequences; protein 
sequences and protein stru ctures, 
ch romosome maps, genome maps, SNPs, 
epigenetics, molecu lar homology 

3 D protein structure viewing-free downloads 

bacterial, protozoan, virus and helm inth 
(worm) genomes 

B4F917.1 
A9S1V2 . 1 
89GSN7.1 
QBH056.1 
QOD423.2 
B9MWB . 1 
QOIYC5.1 
A9NW46 . 1 
Q9C500.1 
Q2HR17 .1 
Q9M7N3.1 
Q9M7N6.1 
Q9LE82.1 

13 $IKUJPP~STRIMCVDRl'(T NM[S I •• ESIF~ . . ? RLLGKQ~AHEHAl<T[EE;LCf ALADE •• ••• HFREEPDG!JgSSAVJ;IL ?AXETSmfNL~ 100 
23 VFKLWPP$gGTRE_a'JRQKMALKLSS . . ACFESUS .. f ARIELADAQEH~RAiE~~F.GAAQE ..... . ADSG~DKT~SAVVMVYA~HASK LBTLR 109 
13 ~ )(LWPP.GASJRLMLVERt,f"rKHFIT .. PSFISR •• Y~LLSKEEA,EED KK Es'JAFAAAMQ ••••• HYEKQPDGD SSAVQIYAKESSR L LK 100 
30 ~fSIWPPTQRTRDAWRRL.VDTL:GG • • DlrILCJ<~ . . YGAVPAAOAEPA~RG EAEA~DA8,AA • . SGEAAATASVEE~IKALQL YSKEVSRRLL;VK 120 
44 ~LSIWPPSQRTRDAVVRRL.VQTL.Y,A •. PSILSQg .. YGAVPEA~AGRA~AAVt'._AEAYAAVTES.SSAAAAPASVEDgIEVL~AYSKEVSRRLL~LAK 135 
56 F;S!WPPTQRTRDAI ISRL!IETLST .. TSVLSKR •• YGTIPKEEA,SEASRRIEE:EAF'.SGA$T .•.••• . VASSEKO~LEVLQLYSKEISKRMLEiTVK 141 
29 AVWPPTRRTRDflVVR:frVAV~SGDTT[TlALRKRYRYGAVPAADAERAARAVE.B_QAFDAASA • . • . SSSSSSSVEDGIETLQLYSREVSNRL~AFVR 121 
13 ~KLWPPSSSTRLMLVE DHLSS .. V~FFS~~ .. YGLLSKEEAAEHAKR~EEl°fAFLAAHD ..... HEAKEPMLpDSSVVQF~AREAS~l.}1L~AL~ 100 
57 r,_1;RIWPPTQKTRDAVLH~ IETLST •. ESILSKR .• YGTLKSDDATTVAKLIEEEAYGVASN ... ..•. AV~SDDDGIKILELYSKEISKRJ'!L~SVK 142 
25 ~~SIWPPKQRTRDAVKMR ETLST .. PSVLTKR .. YGTMSADEASAAAIQIEDEAFSVRMA .••.•.• SSSTSNDMVJILf:vYSKEISKRt-lIEiTV~ 110 
28 SFKIWPPTQRTREAWRRI..VETL TS . . Q'$VLSKR . . YGVIPEEOATSAARI[EEEAFSVASV. ASAASTGGRPED~ IEVLHIYSQ~IXQRWEiSA~ 119 
25 ~ SIWPPTQRTRDfl'IINRLIESLST •. PSILSKR .• YGTLPQDEASETARLIEEEAFAAAGS ••• • •.. TASDADDGIEILQVYSKEISKRMIQT~~ 110 
~~ ~~~~~~~~~~~~~~m••~~~•• r.:~~~~~~9~e~~~~~e~~!~~~-· ···~~~~~E~~~fil~~~~v:i:~~~~~~~~~ ~~~ 

FIGURE 1.3.15 Bioinformatics tools allow comparison of many gene or protein sequences at once. 
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Analysis 
A student was aiming to compare the genomes of four different organisms to determine their evolutionary re lationships. 
The more closely related two organisms are, the more simi lar their DNA wi ll be. A smal l section of the gene for 
cytochrome c (a protein invo lved in cellular respi ration) is shown below for the organ isms (label led A to D). 

Organism A AGCCTAI I IACGCAGTACGTAAACCCTATATACTATGCA 

Organism B AGCCTAI 1 IACGGACTACGTTAACACTATATACTATGCA A/B = 4 

Organism C 

Organism D 

ACCCTATTTACGCAGTACGTAAACACTATATACTATGCA 

ACCCTAI I IACGCAGTACGTAAACCCTATATACTATGGA 

A/C = 1, B/C = 3 

A/D = 2, B/D = 6, CID = 2 

a When comparing the four sequences, wh ich two organisms seem to be most closely related? Explain. 

b Explain whether electrophoresis could be used to determine the similarities and differences between 
these organisms. 

r----------------------------------------------------------------------------------------~ 

1.3 Review 

SUMMARY 

OA 
✓✓ 

• Biologists use a range of techn iques in scientific 

investigations. 

• Cellular respiration and photosynthesis can be 

detected in severa l ways, some of which provide 

qualitative results, and others, quantitative data. 

• When investigating cellu lar respirat ion, you might 

perform a yeast carbon d ioxide test to detect the 

presence of carbon dioxide. 

• When investigating photosynthesis, you might 

use a photosynthometer to measure the amount 

of oxygen produced by a pond weed. 

• Bioinformatics is the use of mathematics, 

statistics and computer science to analyse and 

understand biological data. 

• On line databases such as the Encyclopedia of 

Life and Fossilworks are useful for investigations 

of biological change over time. 

KEY QUESTIONS 

Knowledge and understanding 
1 In a cell experiment you were viewing filamentous 

algae under the microscope. The following diagram 
represents what you saw in the field of view with 
the 40x objective lens. The eyepiece lens on your 
microscope is lOx. 

You have previously ca lculated that the field of view 
when using this lens is 450µm. 

a What is the tota l magnification? 

b What is the length of each cell? 

continued over page 
~----------------------------------------------------------------------------------------~ 
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r------------------------------------------------------- - --------------------------------~ 

1.3 Review continued 

2 

3 

I 

: 4 

Recall two methods you could use for detecting CO2 
generation during cell ular respiration in yeast, water 
plants or algae. 

Recall two methods you could use for detecting 
photosynthesis in plants or algae. 

Which materials or method(s) from list A-I cou ld you 
use for the experiments listed in the table? Copy and 
complete the table by writing the letter(s) into the 
right-hand column. 

A biochemical test 

B bacterial cu lture 

C glucose test strip 

D pH meter, indicator or pH stick 

E data logger-temperature probe 

F plant tissue culture 

G data logger-oxygen probe 

H sta ining and microscopy 

I spectrophotometer/colorimeter 

Materials or method(s) 
. 

measure oxygen released I 

in photosynthesis 
.. 

test the effectiveness II 

of antibiotics on rate of 
bacterial growth 

iii quantitative measure of 
protein concentration in an 
enzymatic reaction 

• identify phagocytosis in IV 

ciliate protozoa 

V measure glucose in an 
enzyme experiment 

Analysis 

5 The general formula for an enzymatic reaction is 

substrate(s) __ e_n_zy_m_e_-:31>- product(s) 

a If you measured the amount of substrate, what 
wou ld you expect to see if the reaction continued? 

b Suggest another way to measure the progress of the 
reaction, and the direction of change expected if the 
reaction occurs. 

6 A student investigated the effect of changing 
temperature on the rate of photosynthesis in Elodea 
(a freshwater plant) by measuring the pH change in 
the water over time. Explain why this is considered an 
indirect measurement of photosynthetic rate. 
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1.4 Data collection and quality 
In this section you will learn about data collection, and hovv to identify and reduce 
sources of error that can affect data quality. You will learn about generating primary 
data and how to record both qualitative and quantitative d.ata. You will also learn 
about the various factors tl1at contribute to data quality, and the importance of 
controlled experiments in prod11cing valid results. 

KEEPING A LOGBOOK 
Throughout Units 3 and 4, and during your practical investigation for Unit 4 Area 
of Study 3, you must keep a logbook tl1at includes every detail of your researcl1 
(Figure 1.4.1). The following checklist will help you remember what to include in 
your logbook:: 

D your ideas when planning the research 

D clear protocols for each stage of your investigation (e.g. what standard procedures 

you wi ll use and fol low exactly each time) 

D instructions noting exactly what needs to be recorded 

D tables ready for data entry 

D records of all materials, methods, experiments and raw data 

D all notes, sketches, photographs and results; these should be recorded directly into 

your logbook, not on loose paper 

D records of any incidents or errors that may influence the results. 

DATA COLLECTION 
The measurements or observations that you collect during your investigation are 
your primary data. Keep in mind there are different types of data that can be 
collected in a scientific investigation, including secondary data ( data you have 
not collected yourself), so when planning your investigation, consider the type of 
data you will collect and how best to record it. Data can be raw or processed, and 
qualitative or quantitati,,e. 

Raw and processed data 
The data you record in your logbook is raw data. This data often needs to be 
processed or analysed before it can be presented. Processed data is raw data that 
has been organised, altered or analysed to produce meaningful information. If an 
error occurs in processing the data, or you decide to present the data in a different 
format, you will always have tl1e recorded raw data to refer back to. 

Ravv data that should be recorded includes: 

D tables of results 

D all observations and other notes 

D diagrams and/or photographs of results. 

For example, you migl1t ,;vant to study the effect of glucose concentration on 
cellular respiration in yeast. To do this you might record two sets of raw data: the 
concentration of glucose added to each yeast culture flask and the amount of carbon 
dioxide produced by each culture (Figure 1.4.2). 

Table 1 • Carbon dioxide released by yeast cells in different glucose concentrations 

Culture 
flask 

1 

2 

3 

4 

Glucose 
concentration (g/ L) 

0.0 

1.0 

5.0 

10.0 

Amount of CO2 released 
(ppm) 

5 

50 

210 

250 

Amount of CO2 released 
(ppm per 106 cells) 

0.5 

5.0 

21 .0 

25.0 

FIGURE 1.4.1 A student recording the results 
of a photosynthesis experiment directly into a 
logbook 

O Primary data is data you collect 
yourself. Secondary data is data that 
someone else has collected. 

O Raw data is the data you record 
directly into your logbook. 

O Processed data is data obtained by 
applying a calculation or formula to 
raw data. 

FIGURE 1.4.2 An example of a table that you 
might include in your logbook for primary data 
collection. Data tables should have a title and 
headings for each column and row, including 
units as required. 
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FIGURE 1.4.3 (a) Colour-based biochemical 
reactions and (b) structural features are 
examples of qualitative data. 
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You can then process this data furtl1er. For example, to compare across different 
experiments in ,vhich the cell number may vary, it is useful to perform a cell count 
and express the result per cell ( or per million cells). This value, shown in the last 
column i11 Figure 1.4.2 on page 35, is processed data. 

• You will now be able to answer key question 1. 

Qualitative data 
Data collected about categorical variables is known as qualitative data. Categorical 
variables can be counted but not measured, and relate to a type or category, such as 
colour, or states, such as on/off or ,vet/dry. 

Recording qualitative data 

Qualitative data can be represented as names, symbols or numbers. Observatio11s 
of categorical variables can be descriptions or images. For example, dog breeds 
can be shown in a diagram, and textures of materials can be described using words 
such as brittle, coarse, crumbly, dense, flexible, rocky, rougl1, silky, slimy, smooth, 
spong}' or velvety. 

\Vhen you have to record qualitative data, think carefull}7 about ho~, each 
categorical variable will be defined. Creating a referencing S}rstem, such as assigning 
codes to different colours, allows you to quickly and easily record your data. For 
example, a photograph of refere11ce colours with a scale (such as +++, ++, + for 
the colour reactions in Figure l .4.3a) is a good vvay of maintaining consistency 
across experiments. 

If you are recording details of structural features, such as when comparing 
,,ariations in the patterns on turtle shells (Figure 1.4.3b), mal,e a key with diagrams 
to define your criteria for recording each feature. Samples may have both qualitative 
data, such as a particular pattern on the top of the shell, and quantitative data, such 
as the number of clearly defined sections on the shell. 

Quantitative data 
Data collected about numeric variables is quantitative data. Like categorical 
variables, numeric variables can be counted. Unlike categorical variables, numeric 
variables can also be measured, because they have a measurable quantity, such as 
length, mass or time. Numeric variables can be discrete or continuo11s: 
• Discrete variables are values that can be counted or measured, but which can 

only l1ave certain values. Examples are number of chromosomes in a karyotype, 
number of vvhite blood cells on a slide, or the number of tin1es a lever is pressed. 

• Continuous variables may be any number value witl1in a given range tl1at 
can be measured. Examples are age, temperature, length, n1ass and wavelength. 

Recording quantitative data 

When you record quantitative data, remember to use SI (International System of 
Units) units, such as grams, centimetres or millimetres. 

Sometimes qualitative data can become quantitative if accurate and 
consistent measurement is applied. For example, biochemical reactions based 
on a colour change can be prepared with known concentrations. If a colorimeter 
or spectrophotometer is available to read absorbance values, then you obtain 
quantitative data. A calibration curve or standard curve can then be prepared 
or reading the experimental values. You ,vill learn about standard curves in 
Section 1. 5. 



Figure 1.4.4 summarises the different types of data and tl1eir variables. 

Qualitative data-can be observed but 
not measured. 

They can only be sorted into groups or 
categories, such as flower colour or 
leaf shape. 

Nominal data 

Variables are categorical variables in 
which the order is not important. 

Example 1: the Gram-positive or 
Gram-negative bacteria, and biological 
sex (male or female) 

Example 2: genotypes - M, Aa or aa 

Ordinal data 
Variables are categorical variables in 
which order is important and groups 
have an obvious ranking or level. 

Example 1: a person's Body Mass Index 
(BMI), and order of flowers opening 

Example 2: perceived exertion from 
1 to 10 in an aerobic endurance test 

FIGURE 1.4.4 Qualitative and quantitative variables 

Quantitative data-can be measured. 

Height, mass, volume, temperature, pH 
and t ime are all examples of 
quantitative data. 

-
Discrete data 

Variables consist of only integer 
numerical values, not fractions. 

Example 1: the number of 
nucleotides in a sequence of DNA 

E,cample 2: the number of students 
with dark brown eyes 

Continuous data 

Variables allow for any numerical 
value within a given range. 

Example 1: the measuremene of 
height, temperature, volume, mass 
and pH 

Example 2: time to reach peak 
enzyme activity or peak 
photosynthet ic rate, temperature, 
pH and height 

• You will now be able to answer key questions 2-4. 

IDENTIFYING AND REDUCING ERRORS 
Wl1en an instrument is used to measure a physical quantity and obtain a numerical 
value, the aim is to determine the true value. The true value is the value, or range 
of values, that would be obtained if the variable co11ld be measured perfectly. 
However, for a number of reasons the measured value is often not the true value. 
The difference between the true value and the measured value is called the error. 
This error in the measured value is the result of errors in the experiment. Personal 
errors are often mistakes or miscalculations. If you have made a personal error, 
the data from the trial should be ignored and the trial should be repeated. The tvvo 
types of experimental errors are systematic errors and random errors. 

Systematic errors 
A systematic error (or bias) is a consistent error that occurs every time you take 
a measurement and affects the accuracy of a measurement. Systematic errors are 
not easy to spot, because they do not appear as a single difference in the data set. 
Instead, repeated measurements give results that differ by the same amount from 
tl1e true value. There are many different types of systematic errors, but the most 
common types are selection bias and measurement bias. 

Selection bias 
Selection bias occurs when your sample is not representative of the population 
being studied. Tlus can have a nun1ber of different causes, including sampling 
bias, vvhich is when your sample has not been selected randomly, and time-interval 
bias, which is when you stop yo11r study too early because the results support your 
l1ypothesis. 

O A systematic error is an error that 
affects every result in the data set 
by the same amount. An example is 
a temperature probe that measures 
0.2°c higher than the actual value. 
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f) A meniscus is the curved upper 
surface of liquid in a tube. 

FIGURE 1.4.6 Measuring the pH level of 
tartaric acid with a pH meter. To ensure an 
accurate reading, the student would first have 
calibrated the meter using standard solutions of 
known pH . 
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Measurement bias 

Measurement bias is usually a result of instruments that are faulty or not calibrated, 
or the incorrect use of instruments, which produces inaccurate results. For example, 
if a scale under-reads by 1 %, a measurement of 99 mm v.rill actually be 100 mm. 
Another example would be if you repeatedly used a piece of equipment incorrectly 
throughot1t your investigation, such as reading from the top of the meniscus instead 
of the bottom when using a measuring cyli11der or graduated pipette (Figure 1.4. 5). 

a 23 b 23 

22 

✓ 
22 

)( 

21 

FIGURE 1.4.5 When measuring liquid levels in cylinders and pipettes, measure the value at (a) the 
bottom of the meniscus of the liquid, not (b) the top. 

Reducing systematic errors 
The appropriate selection and correct use of calibrated equipment will help you 
reduce systematic errors. Because S)'Stematic errors are difficult to identify, it is 
also a good idea (if you have time) to repeat your measurements using different 

. 
eqUipment. 

Appropriate equipment 

Use the equipment best suited to the data you need to collect. Determining the units 
and scale of the data you are collecting will help you to select the correct equipment. 
For example, if you need to measure lOmL of a liquid, using a lOmL graduated 
pipette or a 20 mL measuri11g cylinder will give more accurate readings than vvhen 
using a 200 mL measuring cylinder, because the pipette or 20 mL cylinder will have 
a finer scale. 

Calibrated equipment 

Accurate measurement requires properly calibrated equipment. Before you 
conduct your in,,estigation, mal,e sure your instruments or measuring devices 
are properly calibrated and functioning correctly (Figure 1.4.6). Your school 
laboratory may have a set of standard masses that can be used to calibrate a 
balance or scale. A pH meter sl1ot1ld have a set of standard pH solutions ( e.g. at 
pH 4, pl-I 7 and pH 9) to check the meter readings and adjt1st the meter if necessary. 

Random errors 
Random errors (also called variability) are unpredictable variatio11s that can occur 
\Vith each measurement. Random errors affect precision and can occur because 
instruments are affected by small variations in their surroundings, such as changes 
in temperature. All instruments l1ave a limited precision, so tl1e results they produce 
will al,vays fall within a range of values. 

Reducing random errors 
1o reduce random errors you need to tal,e more measurements or increase your 
sample size. You can then calct1late the average (the n1ean), which should be close 
to the true value. 



More measurements 

The impact of random errors can be minimised by taking more measurements and 
then calculating the average value. In general, more measurements will improve 
the accuracy of the processed data (calculated values). The minimum number of 
measurements you should make is three. If one reading differs greatly from the rest, 
mention this in your results and discuss possible reasons for the difference. 

Sample size 

Increasing the sample size reduces the effect of random errors, vvluch in turn makes 
your data more reliable. For example, if you are conducting an investigation into 
the effects of light intensity on the rate of photosynthesis in Elodea, do not test your 
l1ypothesis on just one stem. Test several stems (minimum three). If two stems 
photos)rnthesise and one does not, it is reasonable to conclude that one stem was 
unhealthy or the conditions incorrect. Provisional data is data that is subject to 
revision. If there are significant errors present, or results tl1at you identify as outliers, 
you may wish to conduct another measurement under the same conditions. Using 
a large number of samples will reduce the likelihood of your results being skewed. 

DATA QUALITY 
The results of your data analysis vvill only be as good as the quality of the data. A 
well-designed scientific investigation should produce accurate, precise, reliable and 
valid results. You should consider all of these factors when collecting primary data 
in yot1r investigations, and also ,:vhen you evaluate the quality of secondary data 
from other sources. Being able to discuss systematic and random errors, and their 
effect on accuracy and precision, strengthens your vvritten evaluation once your 
results have been obtained and analysed. 

Accuracy and precision 
In science and statistics the terms 'accuracy' and 'precision' have very specific and 
different meanings: 
• Accuracy is the ability to obtain the true value of the variable being measured. 

To obtain accurate results, you must minimise systematic errors. 
• Precision is l1ow closely a set of measurements agree with each other. 

Precision is different from accuracy in that it does not indicate how close the 
measurements are to the true value. To obtain precise results, you must minimise 
random errors. 
To understand more clearly the difference between accuracy and precision, 

thinl, abot1t firing arrows at an archery target (Figure 1.4. 7). Accuracy is being able 
to hit the bullseye, whereas precision is being able to hit the same spot every time 
you shoot. If you rut the bullseye every time you shoot, you are both accurate and 
precise (Figure 1.4. 7a). If you hit the same area of the target every time bt1t not the 
bullseye, )' OU are precise but not accurate (Figure 1.4. 7b) . If you hit the area around 
the bullseye each time but don't always rut the bullseye, )'OU are accurate but not 
precise (Figure 1.4. 7 c). If you rut a different part of the target every time you shoot, 
you are neither accurate nor precise (Figure 1.4. 7 d). 

Recording numerical data 

When using measuring instruments, the number of significant figures (or digits) 
and decimal places )' OU use is determined by how precise your measurements are. 

This depends on the scale, accuracy and precision of the instrument and 
technique you are using (Figure 1.4.8). For example, a beal,er is used to measure 
volumes approximately and has limited accuracy, for exan1ple ±5% (meaning 
the actual value could be in the range of 5% abo,,e or belovv the value shown). 
A graduated pipette is more accurate, with accuracies of +O. l % or ±0.2%. Your 
pipette may be accurate but if your technique using the pipette is variable, the 
overall accuracy and precision will be limited. 

b 

C 

d 

FIGURE 1.4.7 Examples of accuracy and 
precision: (a) both accurate and precise, 
(b) precise but not accurate, (c) accurate but not 
precise, and (d) neither accurate nor precise 

l 
FIGURE 1.4.8 A 5 ml graduated pipette can 
measure volumes to an accuracy of one 
hundredth of a millilitre, or 5 ml + 0.01 ml. The 
pipette has major divisions of 1 ml and minor 
divisions of 0.1 ml. You can estimate to 0.01 ml 
and record volumes to 2 decimal places, for 
example 3.80 ml or 4.52 ml . 
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00 

FIGURE 1.4.9 If you can reproduce your results, 
they are reliable. 
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When you record raw data and report processed data, use the nun1ber of 
significant figures available from your equipment or observation. Using either a 
greater or smaller number of significant figures can be 1nisleading. For example, 
Table 1.4.1 sho,vs measurements of five tissue samples take11 using a11 electronic 
balance accurate to two decimal p laces. The data was entered into a spreadsheet to 
calculate the mean, which was presented with fo11r decimal places. You would record 
tl1e mean as 20.83 g, not 20.8260 g, because two decimal places is the precision limit 
of the instrument. Recording 20.8260 g vvould be an example of false precision. 

TABLE 1.4.1 An example of false precision in a data calculation 

1 

20.13 

2 

20.62 

3 

21.22 

4 

20.99 

5 

21 .17 

mean 

20.8260 

• You will now be able to answer key questions 5 and 8. 

Repeatability 
Repeatability (sometimes called reliability) is the ability to obtain the same results 
if an experiment is repeated under tl1e exact same set of experimental conditions 
(Figure 1.4. 9). Because a single measurement or experimental result could be 
affected by errors, replication of samples within an experiment and repeat trials 
are k.ey components of repeatability. To improve repeatability you should: 

• specify the materials and methods in detail 

• include replicate (several) samples within each experiment 

• take repeat readings of each san1ple 

• run the experiment or trial more than once. 

-

Conducting the experiment more than once allows the 
researcher to determine if their results are reproducible. 
Reproducibility is the ability to obtain the same results 
if an experiment is repeated under different conditions. 
Different conditions might include a different researcl1er 
conducting the experiment, the use of different equipment 
or instruments, or conducting the experiment at a different 
time or location. 

• You will now be able to answer key questions 6 and 7. 

Validity 
Validity refers to ,;vhether your results measure vvhat 
the investigation set out to measure. Results are invalid, 
for example, if )' OU think you have measured a variable 
but have actually measured sometlung else. Factors 
influencing validity include: 

• wl1ether your experiment measures vvhat it claims to measure. In other words, 
)'Our experiment sl1ould test your hypothesis. 

• the certainty that something observed in your experin1ent was the result of your 
experimental conditions and not some other cause that you did not consider. 
In other ,vords, vvhether the independent variable influenced the dependent 
variable in the ,vay you have concluded. 

• the degree to which your findings can be generalised to the vvider population 
from which your sample is taken, or to a different population, place or time. 



Controls 

To ensure your results are valid, carefully determine: 
• the independent variable (the variable that you will change) and hovv you will 

change it 
• the dependent variable (the variable that you will measure) 
• the controlled variables (the variables that must remain constant) and how you 

will maintain them (see Section 1.2). 
Your experiment should be designed so tl1at only one independent variable is 

changed at a time. The remaining variables must be l,ept constant ( or controlled) 
so that meaningful conclusions can be drawn in turn about the effect of eacl1 
independent variable on the dependent variable yot1 are measuring. 

A control group is a comparison group. To have a control group, you need to set 
up two groups side by side within an experiment. Both groups are tl1e same, except 
for the variable you are testing. This is the independent variable in the hypothesis, 
and is applied to your experimental group but not your control group. All the other 
variables have to stay the same. You do not want them to change, as these may 
affect the result of your experiment. For example, when testing a new medication 
(the variable being tested-the independent variable), two groups of patients are 
involved. Tl1e control group of patients is given a placebo (a blank capsule). The 
other group is gi,,en the actual medication, and the data collected from this group 
is compared to the data from the control group to see the effects of the medication. 

Randomisation 

Random selection of your sample reduces selection bias and improves validity. 
Selection bias occurs ,vhen your sample doesn't reflect the wider population you 
wish to generalise your results to. For example, if you were scoring phenotypes in 
large trials of genetically selected or genetically modified crop plants, a study design 
in ,vhich you choose locations at random. throughout the plot, rather than choosing 
locations only at the edge of a plot, v,,,ould reduce selection bias and improve the 
validity of the investigation. 

USING AND EVALUATING SECONDARY DATA 
In researching your topic for various investigations ( e.g. case study, correlational 
study, controlled experiment, literature review, modelling) you will find a range 
of sources of information. Not all will have reliable information suitable for a 
scientific in,,estigation. Deternune whether the infor1nation source is reputable, 
such as a university, research and education organisation, or peer-revie,ved journal. 
Other sources of information, such as interest groups or companies, may have a 
specific bias (as outlined in Table 1.4.2 on page 42). Current secondar")' school, 
university and specialist area textbooks are good places to start. The best source of 
experimental data and up-to-date information comes from peer-revievved scientific 
journals that have been recently published. 

As many peer-reviewed journals require a subscription, you may not have access 
to the original articles in full, but you can probably find the abstract (a summary of 
tl1e study). Also, these original articles can be very complex and hard to interpret if 
you are not an expert in the field, so an alternative way to access current information 
about a topic is through print and online science magazines, such as New Scientist 
and The Scientist. Good science magazines and journalists provide the background, 
the results and the relevance of the study in a way that non-experts can understand. 
Ho,vever, the methods will be in the original peer-revie,ved report. 

Your investigation may use scientific data such as protein structures, DNA 
sequences, or fossil and biogeographic data from open-access databases. 1vlost of 
tl1ese databases are linked to large research centres and are usually reliable sources 
of information. 

0 A placebo simulates the same 
treatment but contains no active 
ingredient. In this way it acts as a 
control group. 

O Peer-reviewed means that other 
scientists have checked the 
information and have agreed that it is 
appropriate for publication. 
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DATA QUALITY SUMMARY 
Table 1.4.2 summarises factors to consider vvl1en evaluating and using primary and 
secondary data. Make sure you consider all the factors that might affect the qualjty 
of tl1e data \vhen you are doing your research and when you write a report of your 
. . . 
1nvest1gat1011. 

TABLE 1.4.2 Summary of factors impacting quality of prima ry and secondary data 

Accuracy 

Precision 

Repeatability 

Validity 

Primary data 

• Use appropriate and calibrated instruments. 
• Address systematic errors. 

• Use an appropriate number of significant f igures. 
• Address random errors. 

• Specify the materials and methods in detail. 
• Use replicates within the experiment. 
• Perform repeat readings. 
• Repeat your experiment. 

• Ensure your experiment tests your hypothesis. 
• Randomise your sample and use one or more 

controls. 

' Secondary data 

• Use reputable sources such as peer-reviewed journals and books. 
• Check that systematic errors have been addressed. 

• Check that random errors were addressed. 
• Check that any data analysis was appropriate. 

• Check that the experimental method was relevant. 
• Were the results ana lysed and statistical ly significant? 
• Check that information is consistent with other reputable sources. 

• Check the study and information is current. 
• Check the information is based on scientific investigation, 

control led trials or research. 
• Determine if the source is unbiased, or from a particular interest 

group, e.g. pharmaceutical company, religious group. 
• Check that the resu lts relate to the hypothesis and aims. 

• You will now be able to answer key questions 9- 11 . 
r------------------------------------------------------------------------------------------------- · 
I 
I 
I 
I 
I 

I 
I 
I 
I 

I 
I 
I 
I 
I 
I 
I 

I 
I 
I 
I 
I 

I 
I 
I 
I 

I 
I 

I 
I 
I 
I 

1.4 Review 

SUMMARY 

• Record all information 

objectively in your logbook 

including your data and 

method of investigation. 

• Raw data is the data you 

collect in your logbook. 

• Processed data is raw data 

that has been mathematically 

manipulated. 

• Beware of potential errors 

when conducting an 

investigation: 

- Systematic errors are 

consistent errors that reduce 

accuracy. 

- Random errors are 

unpredictable errors that 

reduce precision. 

• Reduce systematic errors by: 

- select ing appropriate 

equipment 

- properly cal ibrating 

equipment 

- using equipment correctly 

- repeating experiments. 

OA 
✓✓ 

• Reduce random errors by: 

- having a large sample size 

- repeating measurements. 

• Accuracy is the ability to 

obtain the true va lue of the 

variable being measured. 

• Precision is how closely a set of 

measurements agree with each 

other. 

• Repeatability is the ability 

to reproduce your resu lts 

under the exact same set of 

experimental conditions. 

• Reproducib il ity is the ability to 

obtain the same results if an 

experiment is repeated under 

different conditions. 

• Validity refers to whether 

your results measure what 

the investigation set out to 

measure. 

• Controlled experiments are 

important for obtaining valid 

resu lts. 

KEY QUESTIONS 

Knowledge and understanding 
1 Explain the difference between raw and 

processed data. 

2 a Describe quantitative data. 

b Describe qualitative data. 

3 Identify which of the fol lowing pieces of 
information about plant material used in a 
plant hormone experiment are qualitative 
and which are quantitative. Place a tick in 
the appropriate column. 

Information Qualitative Quantitative 

leaf colour 

leaf smoothness 

length of stem 

number of leaves 

presence of roots 

change in 
internode length 

4 Using a Venn diagram, present the 
differences and similarities between 
discrete and continuous data. 

5 What type of error is associated with: 

a inaccurate measurements 

b imprecise measurements 

~----------------------------------------------------- ---------------------------------------------
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6 Describe the difference between replication and repeat 
tria Is. 

7 Explain why replication and repeat trials are necessary. 

Analysis 
8 Two sets of data are given below. Both sets contain 

errors. Identify which set is more likely to conta in a 
systematic error and which is more likely to contain a 
random error. 

Data set A: 11.4, 10.9, 11.8, 10.6, 1.5, 11.1 

Data set B: 25, 27, 22, 26, 28, 23, 25, 27 

9 A student conducted the following experiment on 
Ch/ore/la, a unicellu lar freshwater alga. The student's 
research found a method to put the alga into small , 
jelly-like alginate balls. Due to equipment limitations 
(only two oxygen sensors were available), only two sets 
of data could be collected at one t ime (see student's 
report below). 

Aim: To investigate the effect of light intensity on photosynthesis 
in Ch/ore/la. 

Hypothesis: 

Materials: 
• freshly p repared alginate balls with Chlorel/a (unicel lular alga) 
• two equal-sized tubes 
• two d issolved oxygen sensors and data logger 
• bright fibre optic light 

Method: 
1. Add 10 ml tap water to each tube. 
2. Add 10 algae balls to each tube. 
3. Place a probe for detecting dissolved oxygen into each tube and 

connect to the data logger. 
4. Place tube one 30cm from the light source. Place tube two 5cm 

from the light source. 
5. Turn on the light and measure the 0

2 
concentration over 24h. 

Experimental design: 

1 

' ' ' 
30cm 

~ 0 2 sensor 
ar6itrary units 

21 1 2 

@}] ~ 

5cm 

a Suggest a hypothesis for this experiment. 
b Identify the independent variable. 

c Identify the dependent variable. 

d Identify the controlled variables. 

e Will the results be objective or subjective? Explain. 

f Suggest ways to improve the repeatability and 
va lidity of th is experiment. 

g Based on the results of the oxygen sensors shown 
in the diagram, what conclusion would you draw 
from this experiment? 

h Wil l the conclusion be valid for all algae? Explain. 

10 Consider the fo llowing seedling growth investigation. 

a State the independent variable for the experiment. 

b State the dependent variable for the experiment. 

c List the controlled variables stated in the method. 

d Explain the importance of controlling all variab les 
except the dependent variable. 

e Identify three variab les that could be used to modify 
this experiment and describe a modification for 
each variable. 

f Write a research question for each variable used to 
modify the experiment in question lOe. 

g Refine each research question from lOf. 

~ Aim: 
~ To investigate the effect of pH on seedling growth. 

Hypothesis: 
If the soil pH is increased, then seedling growth 
will increase. 

Method: 
1. Germinate twenty pea seeds on damp cotton 

wool and choose twelve with a height of about 
12 mm. 

~ 2. Plant a seed li ng in each of twelve pots of the 
same size. For each pot, use 80 g of quality 
potting mix, and water with 10 ml of tap water. 
Safety note: ensure that gloves and a mask are 
worn when hand ling potting mix, as it may 
contain harmful microbes. 

3. Label each pot with the pH treatment the soil 
will receive: four pots at pH 5, four pots at pH 7 
and four pots at pH 9. 

4. Weigh each pot to the nearest 0.1 g. Draw up 
a data table and record the results for each pot 
in the column for day 0. 

5. Reweigh the seedlings in their pots 2 days later. 
Record the results for each pot in the column 
for day 2. 

"' pH 5 
6/412016 

~ 
pH 5 

pH 7 
&A/2016 

[ -~ I 

pH 7 
6/412016 

.. 
pH 9 
6.!412016 

0 

pH 9 6. Immediately after weighing, give each plant 
10 ml of water at the appropriate pH according 

614110
'
6 

to the label on the pot. 
7. Repeat steps 5 and 6 every 2 days for the next 1 o days. 
8. Keep plants in the same position where light 

is available to maintain lighting conditions. 
9. Repeat steps 1-8 twice to reduce the chance 

of variabi lity between trials. 

pH 5 
6/412016 

pH 5 
fit412016 

~ 

pH 7 
6/412016 

'\ 
pH 7 
6(4/2016 

pH 9 
6(412016 

pH 9 
6/412016 

11 Researchers were investigating the effect of a new 
oral vitamin D drug. A group of 50 patients were 
administered with the vitamin D therapy, and another 
50 patients were given a placebo. 

' 

a When developing the protocols and patients 
involved in the clin ical tria l, it was ensured there was 
an equal number of male and fema le participants. 
Explain why this was necessary. 

b What would have been in the tablets the placebo 
group received? 

c Would a sample size of 50 people in each group be 
considered a large sample size? Explain. 
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Dialysis tubing set-up 

thistle 
funnel 

cellulose bag 
fastened to 
thistle funnel 
with rubber band 

-~. 

iodine/potassium 
iodide and water ---1-

gas jar or 
measuring --1 

cylinder 

retort stand 
and clamp 

~ 

level of 
starch in 
thistle funnel 

cellulose bag filled 
with starch solution 

FIGURE 1.5.1 Diagram showing a dialysis tubing 
arrangement. Note the straight lines for labels 
that are horizontal where possible, and the 
realistic proportions of different parts in relation 
to each other. 
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1.5 Data analysis and presentation 
In Section 1.4 you learnt about different types of data and the factors that affect 
data quality. In this section you will learn abot1t different descriptive statistics you 
can use to analyse your data, as well as l1ow you can present your data in tables and 
graphs. 

PREPARING DIAGRAMS 
It is important to learn how to dravv and label diagrams of equipment and biological 
specimens in )'Our studies of biolog),. There are certain rules you should follow in 
order to produce a diagram that will be acceptable i11 your reports and exams. 

When drawing scientific equipment, diagrams should: 

D be large, simple, two-dimensional penci l drawings 

D have ru led lines where possible 

D keep proportions realistic (Figure 1.5.1). 

When drawing biological specimens follow these guidelines: 

D Draw the whole diagram (including labels, l ines, magnification, heading and scale if 

possible) in penci l. 

D A diagram of microscopic objects does not requ ire a circle representing the field of 

view. 

D Draw one or a few cells to represent a sample; there is no need to try and draw every 

cell in a field of view. 

D Draw your diagram with simple and clear l ines (do not sketch). 

D Use stippling (sma ll dots to represent shading) rather than shading to indicate depth. 

D Make your diagram as large as possible (at least 10 x 10 cm). 

D Draw only the structures that you see, not things you think you shou ld see, such as 

mitochondria (Figure 1.5.2). 

D If there are many features to show, it is useful to pair a photo with a detailed 

supporting diagram that shows cellular detai l (Figure 1.5.3). 

D Include clear labels for the features you want to highlight. 

D Place labels outside the drawing. 

D Make sure label pointers do not cross over each other. 

D Line up labels on either side of the d iagram where possible. 

D Use straight lines without arrowheads t hat meet the featu res being labelled. 

D Include a scale bar or scale (e.g. 1: 100) in the diagram, or state the magnificat ion 

(e.g. 400x ) in the caption. 

b 

• 
• • 

• 

Motor neuron in spinal cord smear 400X 

cytoplasm 

plasma membrane ~ 
nucleus 

cell body 

D 
--7 astrocyte nuclei 

20µm 

FIGURE 1.5.2 (a) Photomicrograph and (b) scientific diagram showing a motor neuron in a spinal cord smear 
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a b 
upper 

epidermis 

Transverse section through a leaf 400x 

nucleus 
cut icle 

LJ c:J CJ LJ O c:J 

chloroplast 

spongy 
mesophyll 

lower 
epidermis 

cuticle 

• ... : 
••• , ' .. 
' . 

~--11, ' -· 

guard cell 

3SOµm 

FIGURE 1.5.3 (a) Photomicrograph and (b) diagram of a transverse section through a leaf 

DESCRIPTIVE STATISTICS 
Descriptive statistics can be used to analyse both quantitative and qualitative 
data. An important type of descriptive statistic is the measure of central tendency. 
It is good practice to use a m easure of central tendency to provide a clearer 
understanding of the data. 

Measures of central tendency 
Measures of central tendency are single values that allow you to describe the central 
position in a set of data. Measures of central tendency are sometimes also called 
measures of central location. Tl1e m ean, m edian and mode are all m easures of 
central tendency. 

Consider the following data set: 3> 5> 7> 8> 8> 8> 10. 
• The mean (or average) is the sum of the values divided by the number of 

values, vvhich in this case is (3 + 5 + 7 + 8 + 8 + 8 + 10) = 7. 
7 

• The median is the 'middle' value in an ordered list of values> which in this case 
is the fourth ,,alue, wl1ich is 8. 

• The mode is the value that occurs most often in a list of values, vvhich in this 
case is 8. This n1easure is particularly useful for describing qualitative or discrete 
data. 
The appropriate measure of central tendenc)r to use depends on the type of data 

you are ,vorking with (Table 1. 5 .1) . 

TABLE 1.5.1 When to use the different measures of central tendency 

Type of data 

nominal (qualitative) 

ord inal (qualitative) 

discrete or continuous (quantitative) 

Mode Median 

" 
' 

Mean 

" 
maybe 

~ stomata! pore 

palisade 
mesophyll 

xylem 

O The mean, median and mode are 
all measures of central tendency. 
The mean can be used for nominal, 
ordinal, and discrete or continuous 
data so it is common to see the mean 
used in a variety of investigations. 
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O The range of a set of values can be 
found by subtracting the lowest value 
in the data set from the highest value. 

Percentage change 
Calculating the change in a variable is a helpful statistic because it pro,,ides a general 
trend or pattern, rather than listing a specific value, which will vary depending on 
tl1e sample being studied. Percentage cl1ange applies to increases and decreases 
relative to the control or the starting point of the measurement. 

For example, Table 1.5.2 shows data collected in an experiment tl1at investigated 
the osmotic strength of different solutions. Four sets of dialysis tubing (a 
semipermeable membrane), each containing a different solution, were suspended 
in a beaker of physiological saline solution. The mass vvas measured at the start and 
after 24 hours. 

TABLE 1.5.2 Percentage change in mass of dialysis tubing over 24 h 

sample 1 

sample 2 

sample 3 

sample 4 

Mass (g) at Oh I Mass (g) at 24 h 

20.55 

20.01 

21.25 

20.55 

20.89 

21.94 

22.09 

20.32 

% change 

1.65 

9.65 

3.95 

- 1.12 

The percentage change in mass is calculated using the equation: 

percentage mass change = final mass_-. original mass x 100 
or1g111al mass 

Calculating percentage change accounts for variation and/or errors in the 
replicates within your experiment, or for the same experiment repeated by others. 
In Table 1.5.2, the starting mass is not identical in each sample, perhaps due to 
errors in measuring tl1e volume put into the tubing. Although the final mass for 
sample 3 is the greatest, the percentage change is less than for sample 2 because the 
original mass was higher. Calculating percentage mass change shows that sample 2 
l1as the greatest osmotic effect. 

Percentage difference 
The percentage difference (also often expressed as a fraction) is a measure of the 
precision of two measurements. It is calculated by working out the difference between 
the two measu.rements and dividing by the a,,erage of the two measurements: 

t d
·a- measurement 1 - measurement 2 100 percen age 111erence = ------------- x 

average of measurements 

For example, if your two measurements were 25 cm and 24 cm, you would 
calculate percentage difference as follovvs: 

(25 - 24) 
percentage difference - (25 + 24) x 100 -

1 
- 0.041 x 100 - 4.1% 

2 
24.5 

Range 
The range is simply the difference between the highest and lowest values in a 
data set. Table 1.5.3 sho,~rs the measurements taken for fi,,e different pla11ts after 
treatment vvith a plant hormone. 

TABLE 1.5.3 Plant height in a hormone treatment experiment 

Plant 1 2 3 4 5 Mean Range 

hormone-treated plants (mm) 

untreated control plants (mm) 
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158 

140 

378 

135 

320 

170 

377 

171 

363 

193 

319.2 

161.8 

378- 158 = 220 

193 - 135 = 58 



To determine the range for values in Table 1.5.3 you would subtract the smallest 
value from the largest value. Notice hO\¥ an abnormally large or abnormally small 
value in the data set makes the variability appear high. If one value appears \~ray out 
of range, sucl1 as plant 1 i11 tl1e horn1oi1e-treated group, it is coi1sidered an outlier 
and can be deleted from the calculations. The range for the hormone-treated plants 
\Vould then be 378 - 320 = 58. This illustrates the importance of ha\ring a sample 
size that is large enough to limit the impact of anomalies in the data set. 

Uncertainty in measurement 
When averaging repeat measurements, the uncertainty should be reported 
alongside your average. Uncertainty results from errors and represents a realistic 
range within which the true value is likely to be. A simple way to calculate the 
uncertainty is the range divided by 2: 

. (maximum value - minimum value) 
uncertainty = ± 

2 

For example, if an experiment \Vere conducted to measure the lengtl1 of time 
it takes to convert a substrate to a product in an enzymatic reaction, and three 
replications of the experiment produced the times 2.50, 3.47 and 2.81 seconds, the 
average ti1ne taken would be 2.93 seconds. The uncertainty ~rould be calculated as 
follows: 

. (3.47 - 2.50) O 48 uncertainty = + 
2 

= ± . 

The result showing the mean and uncertainty 
mean= 2.93 ± 0.48 seconds. 

. 
is expressed as 

For tl1e data set in Table 1.5.3, in which the range ~,as calculated, the uncertainties 
are as follows: 
• control plants 161.8 ± 29.0 
• hormone-treated plants 359.5 + 29.0 (with the outlier removed) . 

The higher the uncertainty, tile less reliable your data may be (see Section 1.4). 

• You will now be able to answer key questions 1- 3. 

PRESENTING DATA 
When you have completed your experiment, you will need to organise and present 
tile data. This makes it much easier to identify trends or patterns in tile data. It also 
helps to identify any relationships that result fron1 cause and effect between the 
independent and dependent variables, and helps you see if one variable l1as had any 
effect on anotller variable. 

There are a number of ways to present data, including tables, graphs, flow 
charts and diagrams. The best vvay of \risualising )'Our data depends on its nature. 
Try several formats before you make a final decision to create the best possible 

. 
presentation. 

Presenting data in tables 
Tables record number values a.nd allow )'OU to organise your data. 

Presenting raw data in tables 
Tables organise data into ro\VS and columns, and vary in complexity according to 
tl1e nature of your data. Tables can be used to organise raw data and processed data, 
or to summarise results. 

The simplest form of a table is a t\vo-column chart. The first column should 
contain the independent variable (the one you manipulate) and tile second column 
should contain the dependent variable (the one tllat may change in response to a 
change in the independent variable). 
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nt 
the 

independe 
variable in 
left colum n 

space left 
calculate 
averages 

to 

As you can see in Figure 1.5.4) tables should have tl1e following features: 

• a descriptive title 
• column headings (including the units) 
• aligned figures ( align the decimal points) 
• the independent variable placed in the left column 

• the dependent variable/s placed in the right column/s. 

Table 1: The effect of pH on plant growth accurate, descriptive title 

/ "' pH of Plant 

..,yvate.i:, number 
0 2 

5 1 
2 
3 
4 
Average 

7 ,,,- 1 
2 
3 
4 
Average 

9 1 -
2 ----3 "' 4 - 1, 

Average \ 

Plant mass (g) for each day of the trial 

< Trial 1) < Trial 2 ) 
4 \6 8 10 0 2 4 6 

\ \ 

" \ 
"' " -......_ 

~ -
------

8 10 

"" "' r----.... 

dependent variable 
identifies the data 
set and shows the 
units of measurement 

. 
I 

space for trials
n this case two 
repeat trials were 
conducted 

space for 
recording 

how the different 
I 

rows s 
I 

the dependent 
variable values 

treatments- the range of 
values for the independent 
variable 

each row shows a different organism 
(plant)-in this case four replicates at 
each pH level 

48 CHAPTER 1 I SCIENTIFIC INVESTIGATION 

FIGURE 1.5.4 Features of a good table 

You sl1ould tailor tl1e layout of your data table to suit your experiment. Table 1.5.4 
is an example of a raw data table. It contains data from an experiment on the effect 
of temperature on the activity of enzyme X. A reaction between the enzyme and 
substrate was conducted for 10 minutes and the reaction product was measured. 
Three trials were performed. 

TABLE 1.5.4 Raw data table for the effect of temperature on reaction rate of enzyme X; 
measurement of reaction product 

Temperature (°C) 

10 

20 

40 

60 

80 

' 
Trial 1 

100 

850 

1350 

1250 

200 

Product released (1,1g) 

Trial 2 

120 

790 

1420 

1210 

220 

Trial 3 

120 

820 

1390 

1150 

230 



Presenting processed data in tables 
Table 1.5.5 also contains data on the relationship betvveen temperature and mean 
enzyme reaction rate. It presents the data in a processed format; that is, the replicate 
values from Table 1.5.4 have been averaged to calculate the mean. The mean 
reaction rate per minute was also calculated using the equation 1~~: . The mean of 
tl1e reaction rate per mi11ute and its uncertainty are listed in Table 1.5.6. 

TABLE 1.5.5 Processed data table for the effect of temperature on enzyme X 
reaction rate; calculation of the mean product (µg) and rate (µg/min) 

Temperature (°C} Mean (µg) Mean rate (!Jg/min) 

10 

20 

40 

60 

80 

113.3 

820.0 

1386.7 

1203.3 

216.7 

11.3 

82.0 

138.7 

120.3 

21 .7 

TABLE 1.5.6 Processed data table for the effect of temperature on enzyme X 
reaction rate; calculation of mean and uncertainty 

Temperature ( °C} 

10 

20 

40 

60 

80 

Mean rate (!Jg/ min) 

11.3 

82.0 

138.7 

120.3 

21.7 

Presenting data in graphs 

Uncertainty 

± 1.0 

+ 3.0 

+ 3.5 

+ 5.0 

+ 1.5 

In general, tables provide more detailed data than graphs, but it is easier to observe 
trends and patterns i11 data in graph form tl1an in table form. Grapl1s are used when 
two variables are being co.nsidered and one variable is dependent on the other. 
Table 1. 5. 7 on page 50 summarises suitable graphs for qualitative and quantitative 
data. 

T here are several types of graphs, including line grapl1s, bar graphs, scatterplots 
and pie charts. The best 011e to use will depend on tl1e nature of the data. 

General rules to follow when preparing a graph include t he following: 

D Keep the graph simple and uncluttered. 

D Use a descriptive title. 

D Represent the independent variable on the x-axis. 

D Represent the dependent variable on the y-axis. 

D Start each axis at zero. 

D Match the length of the axes to the data. 

D Clearly label axes with both the variable and the unit in which it is measured. 

D Use small symbols such as circles or squares for data points. 

D Use different symbols for different data sets. 
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TABLE 1.s.1 Summary of suitable graphs for discrete and continuous data 

Type of data Appropriate type of graph 

discrete bar graph, histogram or pie chart 

Examples 

Bar graph showing the turbidity of river water at four locations: Histogram showing the height 
distribution of students in class 12A: 

Pie chart representing 

Water turbidity at various locations along the Murrumbidgee River 
the length of time a 
population of mammalian 
cells spends in each stage 
of t he cell cycle: 

3500 

3000 

5' 2500 
1-z 
~ 2000 
-0 
.o 1500 ,._ 

~ 1000 

~ 
C 
Q) 
:, 
O" 
Q) ,._ 
u.. 

Student heights in Class 12A 

12 

JO 

8 

6 

4 

2 

Proportion of time spent in 
each stage of the cell cycle 

500 

0 -'---
stormwater stagnant turbulent 1 m from 

0 

- -
outlet water water under river edge 0 ~ -!..!. 

r. 'Sj- 'Sj- V') V') 

bridge 

Locat ion of water sampled, Murrumbidgee River 

..... -- - ....... 

Height (cm) 

' 

Type of data Appropriate type of graph 

continuous line graph or scatterplot, including a trend line 

Examples 

Line graph showing absorbance of sodium in a sports drink: Hominin brain volume Scatterplot of brain 
volume in a range of 
hominin species- colour 
code for different genera: 

0.500 

w 0.400 
u 
~ 0.300 
..a ,._ 
~ 0.200 

..a 
~ 0.100 

~ 

Calibration curve of absorbance of standard 
solutions of sodium in a sports drink 

1800 

L600 

..... 

[.....--"' 
_.,,,,,.. 

v ~ 

---..... - r 

~ 

,,...__ ,,, 
a 
u ..__, 
Q) 

E 
:, -
0 
> 
C 
ro ,._ 

..a 
Q) 

00 

l400 

l200 

1000 

800 

600 

• • 
• 

Homo, blue; Paranthropus, 
green; Australopithecus, 
pink; a modern 
chimpanzee included for 
comparison, red 

1.00 2.00 3.00 4 .00 5.00 6.00 7.00 ro ,._ 
Q) 

Concentration of sodium (mg/L) ~ 

Missing data 

400 

200 

0.5 I 1.5 2 2.5 3 3.5 4 
Period the hominin species lived 

(million years ago) 

When J,ou have missing data, leave a gap for it, as shown in Figure 1.5.5. Ensure 
that the axes are complete ( do not sl<ip ,,alues) and do not join data points that have 
data missing bet\veen them. Joining poii1ts could be misleading. For example, if the 
data in Figure 1.5.5 was collected to determine the need for a pertussis (vvhooping 
cough) booster vaccination program, it is important to lmow vvhich age groups in 
the population are most at risk, so that the right age groups are targeted and public 
health funds are well-directed. Try to predict the result for the missing data in the 
25-59 year old age group. The actual value of 9000 pertussis notifications was 
recorded by the Australian Government Department of Health. This would mean 
a significant change in the approach to vaccination programs for individuals within 
this age group. 
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z 

2000 

1000 

Outliers 

Pertussis notifications in Australia 
by age group (2006 2007) -

-
0-4 5- 14 1 5- 24 25- 59 60+ 

Age (years) 

FIGURE 1.5.5 Line graph 
with missing data 

Sometimes when you plot data, there may be 011e point that does not fit the trend 
and is clearly an error. '1,his is called an outlier. An outlier is often caused by a 
mistake made in measuring or recording data, or from a random error in the 
measuring equipment. You should plot all of the data points on your graph, but if 
a data point in a continuous data series is clearly outside the trend line (an outlier) 
you can ignore it when drawing the line of best fit (Figure 1.5.6). Outliers can also 
be calculated mathematically. 

• You will now be able to answer key questions 4-8. 

Distorting the truth 
Poorly constructed graphs can distort the trutl1. For example, in Figure 1. 5. 7 you 
can see two graphs that show the same data-the test results of rv.,o groups of 
students. One group of students did not eat breakfast before doing the test, and 
scored an a,rerage of 42 marks out of 50. The other group of students did eat 
breal<fast and scored an average of 48 mark.s out of 50. One graph distorts the 
difference in marl,s between the two groups by using a scale from 40 to 50 marks 
011 tl1e y -axis. It is important to make sure the grapl1s you create do not distort your 
data. You should also be wary of distorted data when interpreting graphs in other 
publications. 
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50 

45 

40 
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C: ·- 25 ...., 
::, 
VI 
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-

-

Graph 1 
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I I 

Students Students 
who do not who do eat 
eat breakfast breakfast 

b 
50 

49 

48 

47 
...., 
VI 46 QI _...., 
C: 

_...., 45 
::, 

"' QI 44 a:: 

43 

42 

41 

40 

-
-

-

Graph 2 

I I 

Students Students 
who do not who do eat 

eat breakfast breakfast 

1 

0.9 

~ 0.8 
E 
C: 
0 0.7 
cr, 
If) 

...., 0.6 
m 
~ 

-~ 0.5 
C: 
QJ 

-a 0.4 
m 
u ·a. 0.3 
0 

0 .2 

0.1 

0 

Protein standard curve of BSA 
(bovine serum albumin) 

/ 

I/ 
/ 

/ 

/ 
/ 

I/ 
~ 

./ 

0 0.1 0.2 0.3 0.4 0.5 0.6 0. 7 0.8 0.9 
Protein concentration (mg/ml) 

FIGURE 1.5.6 Line graph showing an outlier, 
which has been ignored when adding the line 
of best fit 

FIGURE 1.5.7 (a) Graph showing the difference 
between the test marks of two groups of 
students out of the total 50 marks on the y-axis. 
(b) Graph showing the difference between the 
test marks of the two groups with only a narrow 
range of marks on the y-axis, which distorts the 
difference and makes it appear larger than it 
really is 
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1.5 Review 

SUMMARY 

• Descriptive statistics can be used for qualitative and 
quantitative data. 

• Descriptive statistics include three measures of 
central tendency: 

- the mean, which is the sum of the values divided 
by the number of va lues 

- the median, which is the 'middle' value in an 
ordered list of va lues 

- the mode, which is the va lue that occurs most 
often in a list of values. 

• Other helpful descriptive statistics include: 

- percentage change, which applies to increases 
and decreases relative to the control or the 
starting point of the measurement 

KEY QUESTIONS 

Knowledge and understanding 
1 For the following data set, calculate and record 

a the median 
b the mode 
c the mean and uncertainty. 
Show your calculations. 

Data: 21, 28, 19, 19, 25, 24,20 

2 Calculate the percentage change in mass for these 
plants exposed to light of different intensity. 

Plant Mass on Mass on % 
day 1 (g) day 2 (g) change 

plant 1 (control) 12.3 12.5 

plant 2 (intense light) 12.4 12.7 

plant 3 (low light) 12.1 12.0 

3 Describe the advantages of calculating percentage 
change for the results of an experiment repeated by 
different groups of scientists. 

OA 
✓✓ 

- percentage difference, which is a measure of the 
precision of two measurements 

- range, which is simply the difference between the 
highest and lowest values in a data set 

- uncertainty, which results from errors and 
represents a realistic range within which the true 
va lue is li kely to be. 

• Tables are used to record raw and processed data. 

• Tables allow the presentation of more detail, while 
graphs al low trends to be shown more clearly. 

• When presenting the results of an investigation, 
do not distort the truth- for example, this means 
you must select appropriate scales on graph axes, 
include outliers in graphs, and include and explain 
all errors. 

4 Describe at least four ways the graph below cou ld 
be improved. 

12 

11 

<1> 10 bO 
C: 
re 
-5 9 
l/l 
l/l 
cu 
~ 8 

7 

Osmosis 

0 0.5 1 2 5 10 

5 When should you draw a line of best fit on a graph, 
and when should you rule li nes from point to point? 

6 What are outliers, and what is the statistical 
measurement most affected by them? 

~--------------------------------------------------------------------------------------------------
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Analysis 
7 Immunologists have measured the levels of antibodies 

in blood serum to gather background data on 
population responses to infection. They collected the 
fol lowing data on the concentration of two different 
types of antibody, lgG and lgA, from subjects ranging 
in age from 6 months to 20 years (the antibody levels 
are listed in order of increasing age of subject). 
• Age of subject: 6 months, 1, 2, 4, 10, 20 years 
• Concentration of lgG (mg/lOOmL): 300,600, 800, 

1000, 1500, 1500 
• Concentration of lgA (mg/lOOmL): 50, 100, 100, 

150,200,400 
a Prepare a data table. 
b Prepare a graph of the data. 

8 A student wants an estimate of the protein 
concentration in a sample that she isolated. The 
student prepares a standard curve of known protein 
concentrations. The following data was obtained. 

Protein standard (mg/ml) I Absorbance (at 590 nm) 

0.00 0.00 

0.10 0.20 

0.20 0 .18 

0.40 0.34 

0.50 0.45 

0.60 0.52 

0.75 0.58 

0.90 0.72 

1.00 0.86 

Unknown 0.70 

a Plot the data on a scatterplot, using graph paper or 
a spreadsheet program. 

b Identify any outliers in this set of data. 
c Draw a trend line. 
d Use the graph to determine the protein 

concentration of the unknown solution. 

-------------------------------------------------------- ~ 
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1.6 Reporting investigations 
Now that you have thoroughly researched your topic, formulated a research 
question and hypothesis, conducted experiments, and collected data, it is time to 
bring it all together. The final part of an investigation involves summarising the 
findings in an objective, clear and concise manner for your audience. 

Scientists report their findings in a number of ways: wrinen peer-reviewed journal 
articles, on vveb pages, and at scientific conferences with short oral presentations 
or scientific posters (Figure 1. 6 .1) . Regardless of the reporting and presentation 
method, the same key information is presented in the same order. 

The courseworl, for Unit 3 will include your completed practical logbook (vvhich 
you should be completing as you conduct practical activities) and eitl1er vvrinen 
reports or multimodal presentations of scientific investigations. Upon completion 
of the scientific investigation for Unit 4, Area of Study 3, you are required to 
present your methodology, metl1ods, results and conclusions as a scientific poster 
(Figure 1.6.2). In this section you will learn hovv to present your findings effectively, 
discuss your investigation, and draw evidence-based conclusions in relation to your 
hypothesis and research question. 

FIGURE 1.6.1 Posters at a scientific conference 

Introduction 
Plant honnonos are signalling moleculet for plant growth and develOpmenl, and for responding to 
onvironmen14f lndo,s. The honnona gibberelllc acid (GA) Is known to i~ the height of some 
dwarf plant varie1ies (Raven, Evert&. Eldlhom 2005: I-Hidden & Spaniel 2015). Research 
Investigating lhe el!OCU ol GA on c:ellularP'QCOSSH has sllOW'R lhel In - l)lanls coh dMsio,, Is 
l!>cteMed, while In ottlef plants coll len¢lening (elongation) Is the meln effect (Hedden &. Sponse4 
2015: eds Kan.sen, """ loon & VAki.(ldenhif 2012}. 

Alm: To determine If gibbetellc acid (lndependenl variable) Increases the height ol a variety ol 
dwarf plant' by p,omollng oeU diYislon o, by cell elonQaUoo (dependent variable}. 

Hypothoata: Treatment wilh gibb8<el'IC acid lncteaMS plant hetgllt by stlmulabng cell division. 

Methodology and methods 
METHODOlOGY 

Owalf plenls went t.lWl<ld "4111 gibberallc acid (GA) IO deltmllne W GA inctNs8d planl $IIOW1h 
~ IO eonl:tol l)lanls. F()(lowlng GA lre&lmenl. ~ plM4s' cellS we,e OOU(lled and meos.,<ed 
using bght micros,copy lo determine l GA alfetled Iha rate al cell dM&icn and/0< cell langlll. 

METiiODS 
1. o..m1na1e dWarf Vllltty p1an1· seedl 4 pocs, s plants pe, pot 
2. Aftet 1 -"" of g,owlh, -..,;o, dH,,0 or 0.1% GA-2 pols each ttaalmunl 
3. Mer 1 week. measure l)la!lt t,elght ~ 
4. EJcdse r .... 5 mm SOciions of lnl-!rom Ndl plan! 
5, Fix in 70% etheool 
& Sllc4!I lhln ~ • ollhe sections and ltGat wllh 1M HCI al 60"C, 2 min 
7, Add 0,025'4 toluldlne blt.i. Ii.ill 
8, V- at 100,c and 400x 
9, Oetem'liM eel size and number lor 2-3 field ol views (FOV) 

Results 

C.N- ■nd numi..r. Control and 0.1% GA trollllMnl Plant g""'1h - IJ'N1m0nl wi411 GA _ .,......__ ---- TIMt 1...-,.p PM.lfflbffefNihclln •FOtl ,t J()Oa-.d ..,._.-dal ,a,. t.....,.1 
~ . M fOYI w«1 obwwdb-.J: JUf1CS f,am tKh truUMM, 

,. 

--
- .. 

..... • H<lat,1 of ,t,,,,,f-.,.., • -
Ufflffletll wtth 0..11' GA: MNA.I ~ -..-

~ ,-Ollll ll't'fN Ctil ..... OIIO -.CIIIIIMf<W c:.I .... Q,1111) 

10(b( tS.5 U1 ;_ ,,_ t .3 1ft , 21 -• -
•• nosr.s 

01 i,l'f 

·-----..~l 
01 0.\ 

t.P. Z) 

,_.,. 21,1 or.,,...."'_......," 0000-11>1 c:-ro1 ..,,.. .. 
0000 · .....,......,.lmoe•-'- fOVIOIM,_cd __ _ 

B·I, ,f.,111,H£lti·d\it\i4ht§,li 
Treatment with the honnonel 

gibberellic acid (GA) 
increased the height of 
dwarf plants due to cell 

elongation. 

Discussion 

Gibl!erelllc acid (GA) caused e growth response In these dwarf plaota (Flgi.we 1 ), This 1$ 
con$1Stent with Ille effect of GA on Olher dwelf plaAt variatles (Raven et et, 2005: Hedden & 
~ 2015), 

Tne l'8Slll1$ Show that C611s In tne lntamodes of the GA-1111ated plants W8nl longer than lho&e or 
me controls (Table 1, Flgt.M'e 2). This lndtcalllS 111e1 the lncrellS6 In the height of t!'IMe plants Is 
not due to inawsed eel rvpllcation and oel number, but due to cell elongution, II tncreilSed 
height was due ID more eel dMslon, WfJ WOtlld expect cells to be the seme sin In each secllon 
ol control and GA-tteated plants. Oor hypolhesis IS tefuted. 

The accuracy of lhe eel measurements is limited, as $4M!O In the vatiable eel size esllmates at 
different magnilicallons. but 1t>e trend Is clear. This Is due to lhe method IJ$8d; equipment lor 
p,ep&m9 thin sectlona for more pred&e mlcr05(;0\)y would be-needed to implove the accuracy 
ol cell measurements. 

The jncteese ln cell lengUI (62-79%) was less than the Increase ln plant height (98%). This 
oould ranect the limitations In the accuracy of eel size estimates. Altematlvety, in aclditlon to 
081 elongallM. In the lntemodes, GA may also Increase cell dMsliOn In olher parts of the plant. 
conlributing to a graete< lotal 9rowth of the planl. 

Cellular procesaes. such as repficatlon and elongation. are regulated by hormones through 
signal lran&duclion cascades Inside the eell. Reseanih lnlo lhe elfe<:lx)f molecules u58$ 
advanced atalning methods to identify cell repicalion and mole<iular changes In lhe Qell. For 
example, struc:1111111 changes and reanengement o( mlCllliubule proteins of the cytOsl(eieion 
and cell wan c:art>ohydretes have bee<1 Identified fn cell elo!lgatlon In planlS !teated wilfl GA 
(eds Kerssen, van Loon & Vreugdenhil 2012). 

The results ifldlcate that the lncrea5e In height ol lhe,e dwarf plaots In response lo glbberelllc 
eclcl (GA) Is doe IO ce• elongaliol'I rathe< than Increased oell replication and eel nomber. The 

' results do not support lhe hypothesis. 

Further $\\idles to Investigate cell elongation and 081 dMslon ln other parts ol these dwarl 
plants, such as by staining to view mlctowbule J)(Ol&IR$ « for eels undergoing mitOGls. WOOICI 
incre8$0 our understanding of how GA acts to elter eellu1ar processes • 

References and acknowledgements 
l ttfdclfflP'l $00lil,dV[20t5t Aotr'QlfJd .. 'l!u•Alltrw1Mt! .. ..... ~Alpll.).t?.....,,, ~,p«j/k_..,,.,_,,.,. .. ,... 

J«nr,f/<dlil tMt """'1# __,. 
2, ,_o,,, -'-LC& ........ .S,0-DOIJl,,,._ln __ ,,__ ~S.-•&--,,n 
,. -1><,r-.. &-1<flOOSl.....,d-fl¥ H!.""'-• c..m 

~.dz4a1W¥ib.,.,,.,_,.,_11Ddw"-llt."lwtioQ.llllhatwflitm lwfwio..._tfWGAllitNtltlttfmmotUy.ondc1,,....._.,~IOc.-,•t!WwQJW.. 
Tlllfflb_~•IDwr...,,J/tJttditffl,M, 

FIGURE 1.6.2 Example of a scientific poster 
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PRESENTATION FORMATS 
All modes of presenting scientific investigations have the same elements, but \Vitl1 
different emphases on visual or textual components depending on the mode of 
deli\rery. Table 1.6.1 provides some guidelines for different presentation formats. 

TABLE 1.G.1 Characteristics of the main formats for presenting research work 

Format Characteristics General guidelines for the presentation format 

poster presentation 

written report of a 
practical activity 

oral presentation with 
supporting slides and/ 
or handouts 

online presentation 
e.g. website, blog 

• concise visual display of 
information 

• suitable for presenting 
information to many people 

• summary of ideas 

• presents clear and detailed 
information on a topic 

• suitable for providing 
detailed and more 
comprehensive background 
information 

• easy-to-follow format 
• good for presenting to a 

large audience 
• supporting slides can be 

printed as notes to be given 
to the audience 

• opportunity to answer 
questions from the audience 

• can present visual and 
written information 

• accessible to a worldwide 
audience 

• easy to follow 
• easy to update with new 

information 

EFFECTIVE SCIENCE WRITING 

• title that attracts attention 
• large headings that stand out 
• subheadings of a smal ler size 
• attractive presentation 
• balance of written material and visual material 

such as diagrams, photographs, tables, graphs 
• writing large enough to be read frotn a distance 

• appropriate written style for introduction, 
materials, methodology, methods, resu lts, 
d iscussion and conclusion 

• use subheadings to organise sections 
• text should be supported by tables, graphs, 

diagrams or photographs 

• brief oral descriptions 
• use clear visuals that complement what is 

spoken 
• minimal text on each slide 
• consistent format on all slides-background, 

colours and text 
• images, diagrams and graphs are clear and 

large 

• include hyperlinks to related information 
• include multimedia, such as video clips and 

audio, if appropriate 
• use the same format throughout- font, 

background, colours 
• use clear headings 
• list all hyperlinks on the main page 
• include your name, credentials and date of 

publication 

Effective science vvriting is objective, clear and concise, and has a consistent 
narrative and visual support. If you have time, it is a good idea to put your finished 
writing aside for a few days and then go back and read it over again, fixing anytlung 
that is incorrect or poorly written. Checking the spelling is also an essential part 
of editing your writing. Do not rely only on computer programs to check spelling; 
they can make mistakes too, and often do not recognise scientific words. Make sure 
the spellchecker is set to Australian English; the default setting is usually American 
English. 
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Objective writing 
Scientific reports should be vvritten in an objective (unbiased) st)rle. rI'his is in 
contrast to literary writing, which often uses subjective (biased) techniques of 
persuasion (Table 1.6.2). 

TABLE 1.6.2 Examples of unscientific and scientific writi ng 

Unscientific writing examples Scientific writing examples 

Examples of biased and subjective language: Examples of unbiased and objective language: 
• The result s were weird/bad/atrocious/wonderful. .. • The results showed ... 
• This produced a disgusting odour .. . • Th is produced a pungent odour .. . 
• This is a major health crisis ... • This is a serious health issue ... 
• This breathtakingly beautifu l golden bowerbird ... • The golden bowerbi rd ... 

Examples of exaggeration: Examples of accurate language: 
• The object weighed a colossa l amount .. . • The object weighed about 250 kg ... 
• No one has ever seen th is phenomenon .. . • This phenomenon has not been reported previously ... 
• The magnesium exploded into fla mes ... • The magnesium burnt vigorously .. . 
• Mi llions of ants swarmed over t he nest. .. • Ants swarmed over the nest. .. 

Examples of everyday language: Examples of formal language: 
• The bacteria passed away .. . • The bacteria died ... 
• The resu Its don't. .. • The results do not. .. 
• We guessed that ... • It was pred icted/hypothesised ... 
• Previous researchers were slack and missed ... • Previous researchers did not report ... 

Qualified writing 
It is best to avoid words that are absolute, such as always, never, shall, will, or 
proven. Instead, qualify your writi11g using words such as may, might, possible, 
probably, likely, suggests, indicates, appears, tends, can and could. 

Concise writing 
To be concise use short sentences vvith a simple str11cture. The opposite of being 
concise is being verbose (wordy) . When editing your ,;,,,riting consider ho,v you 
could say the same thing using fe,ver words (Table 1.6.3) . 

TABLE 1.6.3 Examples of verbose writing and concise alternatives 

Verbose 

due to the fact that 

Carlos undertook an invest igat ion into 

It is possible that t he cause could be 

a tota l of five experiments 

the end resu lt 

in t he event that 

at the time of writing 
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Concise 

because 

Carlos investigated 

the cause may be 

five experiments 

the result 

if 

today 

Verbose 

is well known to be 

on an annual basis 

unt i l such t ime as 

in the vicinity of 

while in the process of preparat ion 

I am of the opinion that 

we took measurement readings 

Concise 

IS 

yearly 

until 

near 

while preparing 

I th ink that 

we measured 



Voice 
'Voice' means whether the subject of the sentence is the 'doer' or 'receiver' of the 
action. In the active voice the subject is the doer; for example, 'We added 20 mL of 
sodium chloride to the beaker.' In the passive voice the subject is the receiver; for 
example, '20 mL of water was added to the solution.' Scientific writing regularly 
avoids using the active voice and use of personal pronouns (Table 1.6.4). 

TABLE 1.6.4 Examples of active and passive voice 

Active voice 

We recorded oxygen levels hourly. 

We used a pH meter to measure pH. 

A thermostat controlled the temperature in 
the water bath. 

We placed 50 g of solute in a conical flask 
containing distilled water and then slowly 
added 1 mol L-1 hydrochloric acid drop 
by drop. 

Tense 

Passive voice 

The oxygen concentration was recorded 
every 60 minutes. 

The pH was recorded with a pH meter. 

The temperature in the water bath was 
controlled by a thermostat. 

Fifty grams of solute was placed in a 
conical flask containing distilled water, 
and then 1 mol L-1 hydrochloric acid was 
added dropwise. 

Use the past tense when describing your research, incl11ding the planning, the 
experiments and tl1e results, as well as tl1e worlz of previous researchers. For 
everything else (including describing facts and theories) you should use the 
present tense. A,,oid 11sing conditional verbs (could or ,vould) and the future tense 
(unless you are talking about something that has not yet happened). Table 1.6.5 
shows some examples of the incorrect and correct use of tenses in scie11tific writing. 

TABLE 1.6 .5 Examples of correct and incorrect use of tense 

Incorrect tense 

Zhu (2013) describes a similar 
phenomenon. 

Hormone will then be added to the tips of 
coleopti les. 

Enzyme B reacts best at pH 9. 

The DNA sequence comparison supports 
the conclusioh that species A and B share a 
common ancestor. 

Visual support 

Correct tense 

Zhu (2013) described a similar 
phenomenon. 

Hormone was added to the tips of 
coleoptiles. 

Enzyme B reacted best at pH 9. 

The DNA sequence comparison supported 
the conclusion that species A and B share a 
common ancestor. 

Use graphs or diagrams to present con1plex concepts or information. Tl1is will 
reduce the number of words you need, and also make your research more accessible 
for your audience. Details of experime11tal methods can be presented as a diagram 
or flow chart. This can make it easier to see the metl1ods than to read througl1 a series 
of steps. Flow charts use simple diagrams, small text boxes and connecting lines 
to represent the methods and sequence of steps in a scientific method. Diagrams 
should use clear outlines and labels- they are not works of art. 

O It is common practice in scientific 
report writing to write in the passive 
voice. 

CHAPTER 1 I SCIENTIFIC INVESTIGATION 57 



58 CHAPTER 1 I SCIENTIFIC INVESTIGATION 

WRITING A SCIENTIFIC REPORT 
Whether the investigation is presented as a poster, written report or oral presentation, 
the same key elements are included in the same sequence, as summarised in 
Figure 1.6.3. 

Title 

Introduction 

Methodology and 
methods 

Results 

Discussion 

Conclusion 

References and 
acknowledgements 

-

-

-

-

-

-

-

. 
• concise 
• use key terms 

• relevant background information on the topic 
• what is already known on the specific issue 
• the aim of the investigation 
• the question being addressed: hypothesis 

• brief description of methodology (rationale of 
investigative approach) 

• list all materials 
• step-by-step experimental methods 
• diagrams or flow charts (optional) 

• descriptive/observational text 
• data tables and/or graphs 
• images: photos and/or diagrams 

• analysis and evaluation 
• summary diagrams/charts may be suitable 

• do the results support the hypothesis? 
• how can the investigation be improved? 
• no new information is introduced 

• list all references 
• acknowledge all who helped 

FIGURE 1.6.3 Elements of a scientific report or presentation 

Title 
The title should give a clear idea of what the report is about, without being too long. 
It should include key terms that tell the reader what your study is about. 

Introduction 
Tl1e introduction sets the context of your report. It should outline relevant biological 
ideas, concepts, theories and models, and how they relate to your specific research 
q11estion and hypothesis. It introduces the key terms, the specific question to be 
addressed, and states )'Our hypothesis. Any references used in the introduction 
should be correctly cited. This section should also identify the independent, 
dependent and controlled ,,aria bl es ( see Section 1. 2). 

For example, consider a student investigating the cellular processes affected 
by a growth-promoting plant hormone. The research and introduction for this 
investigation might include the follovving points: 
• the name and chemical nature of the hormone 
• where the hormone is found (natural or synthetic) 
• what is currently known about the actions of the hormone 
• the specific question being addressed, identifying the independent and 

dependent variables 
• the hypothesis. 



While researching this topic, the student found prior evidence that suggests 
this hormone increases the height of some dvvarf plants, but the mechanism for 
this effect was not clear. There were some reports of increased cell division, while 
other studies reported a change iJ.1 cell length. The student's l1ypothesis \~.ras that tl1e 
hormone would increase the growth of dwarf peas by increasing the cell number. 

Methodology and methods 
The methodology and methods section outlines the rationale of the investigative 
approach and describes in detail all tl1e steps that vvere undertaken during the 
investigation, including a list of the materials used. For a poster presentation use 
step-wise lists, diagrams of specific methods, and/or flow charts of the overall 
experimental design. There sl1ould be enough detail for someone else to replicate 
your experiments. Therefore, your metl1od needs to be in tl1e correct sequence and 
include how you observed, measured, recorded and analysed the results. 

Here is a11 example of a metl1odology and methods section for an experiment 
on plant hormone action as it might be presented in a vvritten report. For a poster 
presentation, the metl1ods may be easier to follow in a step-wise list accompanied 
by large, clearl)' labelled diagrams. Alternatively, flow charts are a good vvay to 
clearl)' present experimental designs. 

Materials: 

• 20 dwarf pea seeds 

• 3 pots and potting mix 

• plant hormone-gibberellic acid (GA) solutions, 0.01% and 0.1%, diluted from 

1 % stock solution in disti lled water (dH20) 

• small spray bottles 

• scalpel b lade and forceps 

• toluidine b lue stain (0.025%) 

• 1 mol L-1 HCI 

• m icroscope slides and coverslips 

• compound light microscope 

Methodology: 

A controlled experiment was conducted in which dwarf p lants were treated with 

gibberell ic acid (GA) to determine if GA increased plant growth compared to control 

plants. Following GA treatment, t he p lants' cel ls were counted and measured using 

light microscopy to determine if GA affected the rate of cell division and/or cel l 

length. 

Methods: 

Example experiment 1: Plant growth and treatment with GA 

Dwarf pea seeds were germinated and transferred into 3 pots with potting mix, 

5 plants per pot. After 1 week, when the seedlings were approximately 20 mm tall, 

plants were sprayed with either dH20 , 0.01 % GA or 0.1 % GA (Figure 1). Plant height 

was measured 1 and 2 weeks later. 

b 

0.01% GA 0.1% GA 

Figure 1: Seedlings were sprayed with (a) dH
2
0, (b) 0.01 % GA or (c) 0.1 % GA. 
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Results: 

Example experiment 2: Microscopic analysis of internode cells 

At week 3, a 5 mm section of internode was cut from the stem, placed on a microscope 

slide and sliced lengthwise. Three drops of 1 mol L-1 HCI were added to the tissue and 

the slide placed on a 60°C hotplate for 2 minutes. Excess HCI was soaked up with 

paper towel; 2 drops of toluid ine blue stain were added for 2 minutes, then a coverslip 

was placed on the tissue and gent ly pressed down (Figure 2). The slide was viewed 

under the microscope at 1 OOx magnification. Two stems from each pot were stained 

and viewed in th is manner. 

1 

intern ode 
4; 

l. 
5mm 
slice 

2 

slice 
lengthwise 

.. .. 
1 mol L-1 HCI 
60°( 

toluidine 
b lue 

2 min stain 

Figure 2: (1) A 5 mm section of intern ode was cut from the stem and 
(2) placed lengthwise on a microscope sl ide, then (3) three drops of 
1 mol L-1 HCI were added and the slide heated at 60°C for 2 minutes. 
(4) Finally, 2 drops of toluidine blue stain were added for 2 minut es, 
then a coversl ip p laced on top before viewing by light microscopy. 

Results 
The results section is a record of your observations. It is where you present your 
data using graphs, diagrams, tables or photographs. In Section 1.5 you learnt tips 
on usi11g graphs and tables appropriately. 

For the plant l1orn1one experiment described above) the results section might 
include the follovving table and figures . 

Effect of GA on dwarf pea growth 
Example experiment 1: Effect of hormone on plant growth 

350 

300 

Table 1: Results of plant height (mm) at week 3 of GA t reatment 

Plant height (mm) at different GA concentrations 

Plant no. 0 0.01 % 0.10% E 250 

1 23 117 158 
E 
~ 

,-J 200 
.s:::: 

2 20 210 378 

3 22 240 320 

4 30 211 377 

5 31 198 363 

mean 25 195 319 

Example experiment 2 : Microscopy. The effect of GA on cell growth 

a - ,~ciH-;o-~ b 

-

Figure 4: Diagrams of representative samples at week 3 (2 weeks after GA 
treatment), viewed at 1 OOx magnification. Estimated average cell length in 
(a) cont rol dH20, 60 µm; (b) 0.01 o/o GA, 100 µm; (c) 0.10% GA, 100 µm. 
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Figure 3: Graph of average plant height 
at week 3 (2 weeks after GA treatment) 



Discussion 
In the discussion you interpret your results, and discuss how your findings relate 
to your initial question and hypothesis, the research of others, and the biological 
concepts outli11ed in your introduction. It is also important to evaluate the methods 
used and the impact of any errors on the results and conclusions that can be formed. 

Interpret the results 

When you interpret your results, you need to state clearl)' whether a pattern, trend 
or relationship vvas observed between the independent and dependent variables, 
describe what kind of patter11 it was, and specify u11der what conditions it vvas 
observed. 

In experiments with continuous variables, such as a range of concentrations, 
temperatures or pH, the types of relationships that may occur between variables 
are: 
• linear relationship-variables that change in linear or direct proportion to 

each other produce a straight trend line (Figure l .6.4a) 
• exponential relationship-variables that change exponentially in proportion 

to each other produce a curved trend line (Figure l .6.4b, c) 
• inverse relationship-whe11 there is an inverse relationship, one variable 

increases as the other variable decreases; this relationship may be linear or 
exponential (Figure 1.6.4d, e) 

• none-when there is no relationship between two variables, one variable will not 
change even if the other does (Figure 1.6.4f) . 
More complex relationships might have to be evaluated matl1ematically to 

obtain a formula that describes the trend line. 
Interpreting the result for the plant hormone experiment previously described, 

Figure 3 on page 60 shows that as the GA concentration increases, the height of 
the peas increases. 

• You will now be able to answer key question 1. 

Evaluate investigative methodology and methods 

Your discussion should evaluate your i11vestigative metl1ods and identify a11y issues 
that could have affected the validity, reliability, accuraC)' or precision of the data. 
Any possible sources of error in your experiment should be stated. Remember 
that controls are essential to the reliability and validity of your investigation, so if 
you ha,,e overlooked or vvere unable to control a variable that should have been 
controlled, this may explain unexpected results. 

1\1lake reco.mmendations for modifying or extending the investigation. In the 
example plant hormone experiment, the sources of error the experimen ter should 
consider include wl1ether there vvere enough replicates to obtain reliable data, 
,¥hether microscopy was an appropriate method for determining cell number and 
cell length, whetl1er the microscope vvas calibrated, and whether enough cells were 
viewed. When writing your report, provide specific suggestions for improvements 
to the methodology based on what you have learnt. 

It is also important to aclmowledge contradictions in data and information. 
Again consider the example plant hormone experiment, in which the results 
of Experiment 2 indicated an increase in cell length in the GA-treated plants 
compared to the controls, but both GA concentrations had the same effect. This is 
not consistent with the concentration effect on plant height. So this raises several 
questions. Is it a limitation of the experimental design or methods? Are there more 
biological effects that are not being detected or measured? In your discussion, 
acknowledge these sorts of issues and make suggestions for further experiments to 
address them. 

a Direct or linear proportional 
relationship 
• Variables change at the same rate 

(graph line is straight, slope is constant) 
• Positive relationship-as x increases, y increases 
y 

X 

b Exponential relationship 
• As x increases, y increases slowly, 

then more rapidly 
y 

X 

c Exponential rise, then levels off or 
plateaus (stops rising) 
• As x increases, y increases rapidly at first, then 

slows, then fina lly does not increase at all-y 
reaches a maximum value 

y 

X 

d Inverse direct or linear proportional 
relationship 
• Variables change at the same rate 

(graph line is straight, slope is constant) 
• Negative relationship-as x increases, 

ydecreases 
y 

X 

e Inverse exponential relationship 
• As x increases, y decreases rapidly, then more 

slowly, until a minimum y value is reached 
y 

X 

f No relationship between x and y 
• As x increases, y remains the same 
y 

X 

FIGURE 1.6.4 Line graphs illustrating common 
relationships between variables: (a) direct linear 
relationsh ip, (b, c) exponential relationships, 
{d, e) inverse relationships, (~ no relationship 
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Some experimental findings may lead you to formulate nevv research questions 
and develop ne,;v hypotheses. An extension of the experiment may be to make 
an alteration that will enable furtl1er investigation. For example, if the effect of 
temperature has been investigated, further understandi11g of temperature could be 
determined by using a different temperature range in a modification of the original 
method. 

Some experimental findings may raise questions about what to do with the new 
information. 1 ... his is of particular concern if animal studies l1ave been undertaken. 
As stated in Sectio11 1.2, research that involves animals, including humans, needs 
to have obtained approval from an ethics committee. If there are questions raised 
about the application of any findings from an experiment to animal or human 
models, tl1e etl1ical implicatio11s of reporting on this data must recognise tl1e 
potential sociocultural, economic and political impact these results may have. 

Relate findings to biological concepts 
In your introduction you establisl1ed a context. Now you have a framework in which 
to discuss wl1ether your data supports or refutes your hypothesis. Providing context 
also enables you to compare your results vvith existing research and knowledge. Use 
the points in the Figure 1.6.5 to help frame your discussion. 

Hypothesis Theory 

~ 
Was my hypothesis 

supported? 
... How does my data fit with the 

literature? 

Has my research question 
been fully answered? 

..... Does my data contradict the 
literature? 

~ What could be done to 
improve or complement the 

investigation? ..... Do my find ings f ill a gap in the 
literature? 

Do my results refute my 

"-
hypothesis? ( exp la nation 

must be based on my 
..... Do my findings lead to further 

questions? 

resu lts) 

+ 
Are there any practical 

applications of my find ings? 

FIGURE 1.6.5 Points to help frame your discussion 

Conclusion 
Your conclusion should be one or two paragrapl1s tl1at uses your evidence (data) to 
support or refute the hypothesis. It should provide a carefully considered response 
to your research question based on your results and disc11ssion. You should clearly 
state whether your hypothesis was supported or not. Draw your conclusions by 
identifying trends, patterns and relationships in the data. 

It is in1portant to recognise the limitations of your data and the limitations of 
tl1e scientific method. Be careful not to overstate your conclusion. Your results ,:vill 
support or refute the hypothesis. They will not 'pro,re' something is tr11e, as you can 
only ever provide evidence that indicates the probabilit:}7 of sometl1ing being true. 

Do not provide irrelevant information or introduce new information in yo11r 
conclusion. Ref er to the specifics of your hypothesis and research question, and do 
not make generalisations. 

• You will now be able to answer key questions 2-4. 



References 
All the scientific papers and other sources that are mentioned in the report are to 
be listed at the end of your report. Cite the source of any information you obtained 
fro1n secondary sources in tl1e text of your report ~rhenever it is used and ref erred 
to, and provide a list of references at the end of your report. This demonstrates that 
you are aware of previous vvork in the area, and allows readers to locate sources of 
information if they want to studJ7 them further. 

T he usual approach is to give a short reference in the text, such as 'Hedden and 
Sponsel (2015) ', and give the full reference in tl1e reference list. If you are stating 
factual information from another source, you can either quote it word-for-word, or 
rewrite it in your own ,vords. Ho,vever, if you re,vrite it you must make it clear that 
tl1e information is not your own. Plagiarism ( claiming that another person's work is 
your o~rn) is not tolerated in scientific research. 

Table 1.6 .6 sho,vs examples ofwaJ7S to reference the tl1ree most common sources 
of information: journal articles, books and web pages. U se a consistent format for 
all references. rfhe examples in Table 1.6.6 follow the American Psychological 
Association (APA) (seventh edition) referencing system, but there are other 
referencing systems that you might be required to use during your scientific career. 

TABLE 1.6.6 Examples of references in APA style seventh edition for th ree common information 
sources 

Source of information 
and 
example of reference in text 

Research article or review 
article in a scientific journal 

GA is well establ ished as a 
natu ra lly occurri ng plant 
growth regu lator with effects 
on ... (Hedden & Sponsel, 2015) 

Book 

The molecular mechanisms 
of plant growth regu lators are 
being studied by many groups 
(Karssen et al. 2012) 

Online article or page 

Plant hormones play many 
roles in plant growth and 
development, and sensing and 
respond ing to environment, 
possibly even by 'hearing' 
(Coghlan, 1998) 

Acknowledgements 

Format for listing references 
and 
example of a reference as written in the reference list 

Author, initials. (year). Title of article. Journal title, 
volume number(issue number), page numbers. 
Digital object identifier (doi) or URL 

Hedden, P. & Sponsel, V. (20 15). A century of 
Gibberellin Research. Journal of Plant Growth Regulation, 
34, 740-760. doi: 10.1007/s00344-015-9546- 1 

Author, initials. (year). Title of book (edition, if not 
first). Publisher. 

Karssen, C. M., van Loon, L. C., & Vreugdenhil, D. (Eds). 
(2012). Progress in Plant Growth Regulation. Springer 
Science & Bus iness Media. 

Author, initials/name of organisation. (year). Title of 
webpage or web document. URL 

Coghlan, A. (1998). Sensitive Flower. 
New Scientist, (21 53). https://www.newscientist.com/ 
artic le/mgl 5921534-900-sensit ive-flower/ 

Finally, it is important to acknowledge anyone ,vho has assisted you in your 
investigation. T his includes people vvho helped you find appropriate literature and 
references, learn to use equipment, prepare solutions, set up the experiments, find 
and navigate online databases, edit your report or prepare graphs and images. For 
example, statements similar to the following could be used: 
• T his research vvas supported by the staff of the Science Faculty at Western High 

School in M elbourne. 
• Special thanks to Ms Smith for preparing stock solutions. 
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1.6 Review 

SUMMARY 

• Your reports should include the following sections: 

- title 

- introduction 

- materials and methods 

results 

discussion 

- conclusion 

- references 

- acknowledgements. 

• The title shou Id give a clear idea of what the report 
is about, without being too long. 

• The introduction sets the context of your report. It 
should outline relevant biological ideas, concepts, 
theories and models, and how they relate to your 
specific question and hypothesis. 

• The methodology and methods section should: 

- outline the methodology used and the rationale 

for using this approach 

- clearly state the materials required and the 
methods used to collect data during your 
investigation 

- be presented in a clear, logical order that 
accurately reflects how you conducted your study. 

KEY QUESTIONS 

Knowledge and understanding y 

1 a Which of the graphs A- 0 
shows that the rate of cellular 
respiration increases in direct 
proportion to an increase in 
temperature? 

b Which of the graphs A- 0 
depicts the results of a 

A 
mammal ian cell culture 
experiment in which a 
hormone stimulates cells to y 

multiply exponential ly, and 
then slow down when the 
nutrient supply is depleted? 

C 

OA 
✓✓ 

• The results section should state your results and 

present them using graphs, f igures and tables, but 
not interpret the results. 

• The discussion should : 

- interpret data 

- evaluate the investigative method and make 
recommendations for improving the method 

- explain the lin k between investigation findings and 
relevant bio logical concepts. 

• The conclusion should succinctly link the evidence 
col lected to the hypothesis and research question, 
indicating whether the hypothesis was supported or 
refuted. 

• References and acknowledgements should be 
presented in an appropriate format. 

y 

X 
B 

y 

X 

D 

X 

X 

~----- -------------------------------------------------------- ---- ---------- --------- ------------ --
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Analysis 
2 A scientist designed and conducted an experiment 

to test the following hypothesis: An increased 
consumption of fast food causes a decrease in the 
function of the liver. 

a The discussion section of the scientist's report 
included comments on the repeatability and 
va lidity of the investigation. Read each of the 
fo llowing statements and determine whether they 
relate to repeatability or validity. 

i Only teenage boys were tested. 

ii Six boys were tested. 

b The scientist then conducted the fast food study 
with 50 people in the experimental group and 50 
people in the control group. In the experimental 
group, all 50 people gained weight. The scientist 
concluded all the subjects gained weight as a 
result of the experiment. Is this conclusion valid? 
Explain why or why not. 

c What recommendations would you make to the 
scientist to improve the investigation? 

3 Review the plant hormone experiment outlined in this 
section and answer the following questions. 
a Discuss whether the experimental design, 

materials and methods were described clearly 
enough. For example, are there any missing 
experimental details needed to repeat the 
experiment? Wou ld you suggest a d ifferent layout? 

b How would you interpret the results? 

c Write a conclusion for the experiment. Remember 
to state whether or not the resu lts support the 
hypothesis. 

4 A scientist designed and completed an experiment 
to test the following hypothesis: 'If there is a negative 
correlation between water temperature and pH, then 
water that is heated to I00°C wil l have a lower pH 
than water that is cooled to 5°C'. 
a Write a possible aim for this scientist's experiment. 

b What would be the independent, dependent and 
contro lled variab les in this investigation? 

c What kind of data would be collected? Would it be 
qual itative or quantitative? 

d List the equipment that cou ld be used and the 
type of precision expected fo r each item. 

e What would you expect the graph of the results to 
look like if the scientist's hypothesis was correct? 

----------------------------------------------------~ 

OA 
✓✓ 

I KEY TERMS I 
accuracy 

' aim 
conclusion 
contin uous variable 
contro l group 
contro lled variable 
dependent variable 
discrete variable 
experimental group 
exponentia l relationsh ip 
hypothesis 
independent variable 
inverse re lat ionship 
linear re lationship 
mean 
median 
meniscus 
method 
methodology 
mode 
observation 
outlier 
peer-reviewed 
personal error 
placebo 
prec1s1on 
primary data 

primary source 
principle 
processed data 
provisional data 
qualitative data 
quantitative data 
random error 
random selection 
range 
raw data 
repeat trials 
repeatabili ty 
replication 
reproducibility 
research question 
risk assessment 
safety data sheet (SDS) 
scientific method 
secondary data 
secondary source 
systematic error 
theory 
true va lue 
uncertainty 
validity 
variable 
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-

To achieve the outcomes in Unit 3, you will draw on key 
knowledge outlined in each area of study and the related key 
science skills on pages 7-9 of the study design. The key science 
skills are discussed in Chapter 1 of this book. 

I AREA OF STUDY 1 I 
What is the role of nucleic acids and proteins in 
maintaining life? 
Outcome 1: On completion of this unit the student should be able 
to analyse the re lationship between nucleic acids and proteins, and 
evaluate how tools and techniques can be used and applied in t he 
manipu lation of DNA. 

I AREA OF STUDY 2 I 
How are biochemical pathways regulated? 
Outcome 2: On completion of this unit the student should be 
able to analyse the structure and regulation of biochem ical 
pathways in photosynthesis and cellular resp iration, and evaluate 
how biotechnology can be used to solve problems re lated to the 
regulation of biochemical pathways. 
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Learning outcomes 
By the end of this chapter, you wil l be able to describe the various functions that 
proteins have in cells and the nature of the proteome. You wi ll also be able to 
explain how proteins are synthesised and to outline the importance of the four 
hierarchical levels of protein structure. Finally, you wil l be able to describe the role 

of various organelles involved in the protein secretory pathway. 

Key knowledge 
• amino acids as the monomers of a polypeptide chain and the resultant 

hierarchical levels of structure that give rise to a functiona l protein 2.3 

• proteins as a diverse group of molecu les that collectively make an organism's 
proteome, including enzymes as catalysts in biochemical pathways 2.3 

• the role of rough endoplasmic reticulum, Golgi apparatus and associated 
vesicles in the export of proteins from a cell via the protein secretory 
pathway. 2.3 

VCE Biology Study Design ext racts © VCAA (2021); reproduced by permission 

ws 
1 

OA 
✓✓ 



O An organelle is one of the specialised 
structures in a cell. Examples include 
the Golgi apparatus, mitochondria 
and endoplasmic reticulum. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

2.1 Cells 
REVISION 

Cells are the basic structural and functional units of life on Earth. The cel l theory is 
one of the fundamenta l principles of biology, and describes the properties of cells. 
Cells can be classified into two types: prokaryotic and eukaryotic cells. Each type of 
cell has many different structures in place to sustain life. 

In this section you will learn about cell theory and the differences between 
prokaryotic and eukaryotic cel ls. The structure and function of organelles of cel ls 
will also be explored. 

Cell theory 
If you are to understand life you need to understand how cells work. Cells are the 
basic functiona l units of living organisms. The ce ll theory is based on detailed 
microscopic and experimental studies of tissues, from all types of organisms, 
carried out over the last 300 years. 

The cell theory states that: 

• all organisms are composed of cells 

• all cells come from pre-existing cells 

• the cell is the basic organisational unit of living things. 

All types of cells perform similar basic processes and many also carry out highly 
specialised functions (Figure 2.1 .1). The activities of ce lls require considerable 
energy, and produce a variety of biological molecu les. These biological molecules, 
called biomolecules, are used to build new organelles, used for repair or exported 
from the cell. All of these processes are catalysed (sped up) by enzymes and are 
precisely regulated. Some biochemical processes involve hundreds of enzymes 
operating sequentially along a complex integrated chemical pathway in which each 
step is tightly contro lled. 
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FIGURE 2.1.1 There are many different types of cells in the human body, each carryi ng out 
specialised functions. 
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Types of cells 
There are two fundamentally d ifferent types of cells. Organisms are class if ied 
according to the type of cell they are composed of: 

• Prokaryotes are composed of prokaryotic cells and include bacteria and archaea. 
Prokaryotic cells are usually unicellular and are generally smaller and less 
complex than eukaryotic ce lls. They do not contain membrane-bound organelles 
or a nucleus. 

• Eukaryotes are composed of eukaryotic cells and include plants, animals, 
fungi and protists. Eukaryotic cells conta in a membrane-bound nucleus and 
membrane-bound organelles. 

Common features of cells 
There is real ly no such thi ng as a typical cell. Cells are specialised for many d iffe rent 
purposes and their structures reflect those purposes. However, there are some 
features that are shared by all ce lls: 

• Plasma membrane (a lso called the cell membrane) is a sem ipermeable structure 
that separates the interior of the cell from the exterior environment. 

• Cytoplasm comprises the cytosol (gel-like substance). In eukaryotes, the 
cytoplasm includes the cytosol and the organelles present in the cell except the 
nucleus. 

• Deoxyribonucleic acid (DNA) carries hereditary information, d irects the cell 's 
activities and is passed accurately from generation to generation. 

• Ribosomes are structures that assist in the synthesis of protei ns. Although they 
are not membrane-bound, ribosomes are often grouped with organelles. 

Table 2.1 .1 on page 70 shows some examples of the structures found inside 
different types of eukaryotic and prokaryotic ce lls. 

Prokaryotic cells 
Prokaryotic organisms are unicellular and have a simple cell st ructure. Prokaryotic 
organisms can be fou nd everywhere, even in extreme environments such as 
volcanoes. 

The structure of a typica l prokaryotic cell is shown in Figure 2.1.2. Prokaryotic 
cells are small and lack membrane-bound organelles, including a distinct nucleus. 
Their cytoplasm conta ins scattered ribosomes that are involved in the synthesis of 
proteins. The genetic material of prokaryotic cells is usually a single, circular DNA 
chromosome called the genophore, which is contained in an irregularly shaped 
region cal led the nucleo id. The nucleoid does not have a nuclear membrane, unlike 
the nucleus of eukaryotes. 

In addition to this chromosomal DNA, many prokaryotic cells also contai n small 
rings of double-stranded DNA cal led plasmids. 
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FIGURE 2.1.2 Cross-sectional diagram of a typical prokaryotic bacterial cell 

flagellum 

O Protists are a large group of mostly 
single-celled organisms that cannot 
be classified as a plant, animal or 
fungus, but that have plant, animal 
and fungus-like characteristics. 
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TABLE 2.1.1 These representative diagrams of bacterial, fungal, protistan, plant and animal cells show the organelles that are 
visible using the electron microscope. 
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The plasma membrane of most prokaryotic cells is surrounded by an outer cell 

wall of protein and complex carbohydrate (peptidoglycan). Many bacteria also 

have a capsule outside the ce ll wa ll, which protects the ce ll from damage and 

dehydration. Many prokaryotes also have f lagella (singular flage llum) that enable 

them to move freely, and small hair-like projections ca lled pili (singular pilus), which 
are involved in the transfer of DNA between organisms and which can also help 

generate movement. Specialised pil i that can attach to surfaces are called fimbriae. 

Eukaryotic cells 
Eukaryotic cells not only have a plasma membrane surrounding the cytop lasm, 
but also have internal (non-plasma) membranes that form specia lised membrane

bound compartments within the cell. This is known as ce ll compartmentalisat ion. 

The membrane-bound structures are ca lled organelles. 

Organelles of eukaryotic cells 

Organelles are subcellular structures that have a specific fu nction. Because they 
have a specific function, their presence depends on the needs of the ce ll. In 

eukaryotes, some organel les are membrane-bound and some are not (Figure 2.1.3). 
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cytoplasm chloroplast lysosome ribosomes 

lysosome 

mitochondrion 

perox1some 

ribosomes 

rough endoplasmic 
reticulum 

smooth endoplasmic 
reticulum 

--- nucleoplasm 

-- nucleolus 

nuclear 
- · envelope 

_ nuclear 
pore 

cel l wal l 

plasmodesma 

plasma membrane 

Golgi apparatus 

V\ 
:::, 
QJ 

u 
:::, 
C 

centriole 

centrosome 

peroxisome , 

Golgi 
apparatus 

J I 

I 

secretory vesicles 

FIGURE 2.1.3 The many organelles of eukaryotic cells can be seen in these illustrations 
of (a) a plant and (b) an animal cell. 

Ribosomes, rough and smooth endoplasm ic retici lum, Golgi apparatus and 

vesicles are all important organelles involved in protein manufacture and movement 

within a ce ll. Their roles are outlined in Table 2 .1.2 on pages 72 and 73, and will be 

discussed in more detail in Section 2.3. 
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TABLE 2.1.2 Structure and function of eukaryotic organelles 

Organelle: nucleus I Organelle: mitochondrion 

Structure: 
• membrane-bound: double membrane 
• contains DNA 

Function: 
• contains genetic information (used for the synthesis of proteins) 
• directs activities of the cel l 

Present in plants: Yes 

Present in animals: Yes 
,. 

Coloured scann ing elect ron micrograph 
(SEM) of a section through a liver cell 
showing the nucleus (pink) and the nuclear 
envelope with its many pores (tiny circles). 

Organelle: rough endoplasmic reticulum 
(RER) 

Structure: 
• membrane-bound 
• composed of a network of membranous 

tubules and sacs (called cisternae) 
• ribosomes bind to t he membrane 

Function: 
• synthesises and processes proteins (often 

by add ing carbohydrates to proteins 
produced by the ribosomes to form 
glycoprotei ns) 

Present in plants: Yes 

Present in animals: Yes 

rough 
endoplasmic 

reticulum 

Coloured SEM of endoplasmic reticulum in 
an olfactory epithe lium supporting cell. On 
the surface of some of the ER membranes 
are ribosomes (yellow spheres). 

Coloured SEM of the nuclear envelope in 
an on ion root tip cell. The envelope consists 
of a double membrane (purple), with 
nuclear pores (black circles). Contained 
within the nucleus are the chromatin fibres 
(yellow and orange). 

Organelle: ribosome 

Structure: 
• non-membrane-bound 
• composed of proteins and ribosomal RNA 
• found free in the cytosol or attached to 

endoplasmic reticu lum (ER) 

Function: 
• synthesises proteins (t ranslate messenger 

RNA into proteins) 
• RER-bound ribosomes synthesise proteins 

for export from the cell 

Present in plants: Yes 

Present in animals: Yes 

Coloured SEM of rough endoplasmic 
reticulum in an olfactory bu lb m itra l cell. 
On the surface of the ER membrane are 
numerous ribosomes (sma ll spheres). 

Structure: 
• membrane-bound: double membrane; the 

inner membrane is highly folded 
• contains DNA 

Function: 
• release energy from organic compounds 

(cellular respiration) 

Present in plants: Yes 

Present in animals: Yes 

inner membrane 
(forms folds 
called cristae 

Coloured SEM of a single mitochondrion 
(pink, centre) in the cytoplasm of an 
i ntestina I epithelia I eel I. 

Organelle: Golgi apparatus 
(also known as Golgi body, Golgi complex) 

Structure: 
• membrane-bound 
• stack of cisternae that are not connected 

to each other 

Function: 
• further processes and packages proteins 

into vesic les for export from the cel l 
(except lysosomes, wh ich remain in the 
cell) 

Present in plants: Yes 

Present in animals: Yes 

Coloured SEM of a pancreatic cell, showing 
the Golgi apparatus and vesicles. 
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TABLE 2.1.2 Structure and function of eukaryotic organelles (continued) 

Organelle: chloroplast Organelle: smooth endoplasmic reticulum 
(SER) 

Structure: 
• membrane-bound: double membrane 
• contains thylakoids (disc-shaped, 

membranous sacs) 
• contains DNA 

Function: 
• uses l ight energy, carbon dioxide and 

water to produce glucose (photosynthesis) 

Present in plants: Yes 

Present in animals: No 

Structure: 
• membrane-bound 
• network of cisternae 

Function: 
• synthesises l ipids 

Present in plants: Yes 

Present in animals: Yes 

smooth 
endoplasmic 

ret iculum 

rough 
endoplasmic 

ret iculum 

Coloured t ransm ission elect ron m icrograph 
(TEM) of two ch loroplasts seen in the leaf of 
a pea plant Pisum sativum. Each ch loroplast 
is seen cut lengthways and contains stacks 
of f lattened mem branes (yellow) known as 
grana. 

Coloured SEM showing smooth (top right) 
and rough (bottom centre) endoplasmic 
ret icu lum (light pink) inside a cel l. Lipid 
d roplets (round blue structures) and 
m itochondria can also be seen in this 
im age. 

r----------------------------------------------------------------------------------------~ 

2.1 Review 
SUMMARY 

• Cells are the basic structural units of organisms. 

• The cell theory states that: 

- all organisms are composed of cells 

- all cells come from pre-existing cells 

- the cell is the smallest living organisational unit. 

• There are two fundamentally different types of ce lls: 
prokaryotic and eukaryotic. 

• Prokaryotes include bacteria and archaea. 

• Eukaryotes include protists, fungi, plants and 
animals. 

• Some common features shared by all cells are the 
plasma membrane, cytoplasm, genetic material in 

the form of DNA, and ribosomes. 

• Prokaryotic cells have a simple structure, with a 
nucleoid lacking a membrane, scattered ribosomes, 
and DNA mainly in a single-stranded loop in the 
nucleoid. 

QA 
✓✓ 

• Eukaryotic cells have a complex structure, a 
membrane-bound nucleus, many organelles in the 
cell cytoplasm, and DNA mainly in chromosomes in 
the nucleus. 

• The main structures in a plant cell include the 
nucleus, vacuole, Golgi apparatus, rough and smooth 
endoplasmic reticulum, ribosomes, mitochondria 
and cell wall. 

• The main structures in an animal cell include 
the nucleus, ribosomes, Golgi apparatus, rough 
and smooth endoplasmic reticulum, vacuoles, 
mitochondria, lysosomes, vesicles and centrioles. 

·----------------------------------------------------------------------------------------~ 
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O Elements are substances consisting 
of one type of atom. 

O Compounds are made up of two or 
more different types of atoms. 

O Molecules are made up of two or 
more atoms of the same or different 
types. 

FIGURE 2.2.2 Some common molecules in 
organisms. Carbon atoms are coloured black, 
oxygen red, hydrogen white and nitrogen blue. 
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2.2 Molecular composition 
of organisms 
REVISION 

All life is composed of the same few elements. There are 92 naturally occurring 
elements. Only 11 of these are found in organisms in more than trace amounts, 
and four of these-carbon (C), hydrogen (H), oxygen (0) and nitrogen (N)-make 
up 99% of organisms by mass. The same elements are also found in rocks, soil 
and air; however, there is a difference in the way that these atoms are organ ised 
into larger compounds in living organisms (Figure 2.2.1). Organisms produce 
compounds that contain carbon and hydrogen known as organic compounds. 
All other compounds, whether in living or non-living things, are ca lled inorganic 
compounds. 

In this section, you will learn about the difference between organic and inorganic 
compounds. In addition, the four main types of organic molecules- nucleic acids, 
carbohydrates, lipids and proteins- wi ll also be explored. 

FIGURE 2.2.1 Aerial view of the Murray River wetlands lagoons and basin. The plants, water and 
animals all contain molecules. Only the plants and animals produce organic molecules. 

Organic molecules 
Organisms produce characteristic complex compounds that contain carbon and 
hydrogen (Figure 2.2.2). These are ca lled organic compounds because the first 
of these compounds to be discovered were produced by or found in organ isms. 
Most large organ ic molecules are composed of many smaller organ ic molecules 
Ii n ked together. 
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All other elements and compounds, whether in living or non-living things, 

are referred to as inorganic. Inorganic substances that are important for living 

organisms include water, oxygen, carbon dioxide, nitrogen and minerals. 

The four main types of organic molecules are carbohydrates, proteins, nucleic 

acids and lipids (Figure 2.2.3). Carbohydrates, proteins and nucleic acids are 

huge and are also known as biomacromolecules. Biomacromolecules are chain

like molecules ca lled polymers (poly meaning 'many' and mero meaning 'part'). 

Polymers are formed by joining together many smaller units (monomers; mono 

meaning 'one or single') to form a chain. 

In organisms, organic molecules can be converted from one form into another. 

Units may be linked together to form larger molecules. For example, glucose units 

may be linked together to form larger carbohydrates such as starch, glycogen 

or cellulose (Figure 2.2.3a). Other chemical groups may be attached to form 

molecules such as glycoproteins (proteins with sugars attached, Figure 2.2.4) and 

phosphol ipids (lipids with phosphate attached, Figure 2.2.5). When food is plentifu l, 

carbohydrates are converted into fats for storage; when it is scarce, the reverse will 

occur. Even proteins can be converted into small molecules to use for energy. 

protein 

sugars 

FIGURE 2.2.4 Computer model of a fibril lin glycoprotein. The protein component is 
represented by ribbons and the sugars are represented by the ring structures. 
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non-polar 
(hydrophobic) 
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FIGURE 2.2.s Structure of a 
phospholipid. A phospholipid is 
made up of two fatty acid tails (lipid 
component) and a phosphate group. 

CHOLINE 

PHOSPHATE 

GLYCEROL 

j 
1 2 

0 
u 
<( 

§ 

O A molecule is made up of two or 
more atoms that are held together 
by chemical bonds. Any molecule 
that is found in a living organism 
is called a biomolecule. Examples 
of biomolecules are fatty acids, 
carbohydrates and hormones. 

O Large biomolecules are 
called biomacromolecules. 
Biomacromolecules can be made up 
of thousands of atoms and include 
proteins and nucleic acids. 
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FIGURE 2.2.3 Structures of some organic 
molecules: (a) carbohydrates, (b) proteins, 
(c) nucleic acids and (d) lipids 
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a Glucose 
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H OH 

b Fructose 
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c Galactose 
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FIGURE 2.2.6 Structural chemical formula and 
model of three monosaccharides: (a) glucose, 
(b) fructose and (c) galactose. In the models, 
grey spheres represent carbon atoms, white 
spheres represent hydrogen atoms and red 
spheres represent oxygen atoms. 

Carbohydrates 
Carbohydrates are the most abundant organic molecules in nature. 

• They are an important source of chemical energy for living organ isms 
( e.g. glucose). 

• They are used as energy reserves in plants (e.g. starch) and animals 
(e.g. glycogen). 

• They form structura l components such as cell walls (e.g. cellulose in plants). 

• They form part of both DNA and RNA. 

• They combine with proteins and lipids to form glycoproteins and glycolipids, as 
in plasma membranes. 

Carbohydrates are compounds made of carbon, hydrogen and oxygen. There are 
three main groups of carbohydrates: monosaccharides, disaccharides and 
polysaccharides. The basic subunits of carbohydrates are the simple sugars, ca lled 
monosaccharides, mean ing 's ingle sugar' (Figure 2.2.3a on page 75). Examples of 
monosaccharides include glucose, fructose and galactose (Figure 2.2.6). 

O Carbohydrates are organic compounds, such as sugars, starch and cellulose, that 
are made of carbon, hydrogen and oxygen. Carbohydrates include monosaccharides, 
disaccharides and polysaccharides (complex carbohydrates). Only polysaccharides are 
polymers and hence also fall under the category of biomacromolecules. 

When many sugars are joined together they form biomacromolecu les called 
polysaccharides ('many sugars'). Cellulose, the major component of p lant ce ll walls, 
is the most abundant organic molecule on Earth. Starch is the polysaccharide 
used for energy storage in plants. In animals, the polysaccharide glycogen is used 
for energy storage. These three polysaccharides are each composed of glucose 
subun its, but they differ in a number of ways (Figure 2.2.3a on page 75). Starch 
is a long chain molecule, glycogen has a branching structure and cellulose has 
additiona l bonds forming cross- linking between the subunits of the chain. 

Lipids 
Lip ids are 'fatty' substances that are composed of non-polar hydrophobic 
molecules. This means that lipids are insoluble in water, giving rise to their critical 
ro le in living organ isms-they can form an effective barrier between two watery 
environments. 

The roles of lipids in organisms include: 

• as the main component of plasma membranes and organelle membranes 
(as phospholipids) 

• stori ng energy (e.g. fats and oils are energy-storing molecules) 

• playing an important role as hormones (e.g. steroids). 

Lipids are relat ively small molecu les and vary wide ly in st ructure. There are 
two general forms of li pids- simple and compound. Sim ple lipids are composed 
of carbon, hydrogen and oxygen, but in d ifferent proportions to those of 
carbohydrates. Simple lipids contain a much smaller proportion of oxygen than do 
carbohydrates. Simple lipids include fats (composed of fatty acids and glycerol, see 
Figure 2.2.3d on page 75), and steroids such as cho lesterol (Figure 2.2.7) and the 
hormones cortisone and testosterone. 

Compound lipids contain fatty acids and glycerol, as well as other elements 
such as phosphorus and nit rogen. Phospholipids have a hyd rophilic end (the 
'phospho' end) and a hydrophobic end (the lipid end). Phospholipids are the main 
components of biological membranes and t heir fundamental ro le in membrane 
function is described in Section 2.3. 
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Nucleic acids 
Nucleic acids are the genetic material of all organ isms, and they determine many 
of the features of an organism. Nucleic acids are biomacromolecules composed of 
long chains of monomers ca lled nucleotides. A nucleotide consists of a phosphate, 
a sugar and a nitrogenous base (Figure 2.2.8). 

There are two types of nucleic acids: 

• Deoxyribonucleic acid (DNA)-DNA carries the 'instructions' required to 
assemble proteins from amino acid monomers using a genetic code. It is passed 
accurately from cell to cell during cell division. The four bases in DNA are 
adenine (A), thymine (T), guanine (G) and cytosine (C). 

• Ribonucleic acid (RNA)-RNA plays a major role in the manufacture of proteins 
with in cells. The four bases in RNA are adenine (A), uraci l (U), guanine (G) and 
cytosine (C). 

Proteins 
Proteins are more complex than carbohydrates or lipids. Proteins make up over 

50% of the dry weight of cells. There are thousands of different kinds of proteins, 
and their functions vary wide ly. Although carbohydrates and li pids are simi lar in 
all plants and animals, organisms can have a variety of unique proteins that are 

specific to a particular species. 

Protein functions vary widely. Proteins can: 

• catalyse cellular reactions (e.g. enzymes such as amylase) 

• play an important role as hormones (e.g. insu li n) 

• act as carrier molecu les (e.g. haemoglobin) 

• form structural components in organisms (e.g. collagen) 

• play an important role in the immune system (e.g. antibodies and antigens). 

All proteins contain carbon, hydrogen, oxygen and nitrogen; many also contain 
sulfur, and often phosphorus and other elements. Proteins are biomacromolecules 
composed of chains of monomers called amino acids (Figure 2.2.9). Amino acids 
are li nked by a particu lar kind of chemical bond, called a peptide bond, and form 
polypeptides or polypeptide chains. (Polypeptide means imany peptide bonds'.) A 
protein is formed by one or more polypeptides arranged in a biologically functional 
way. In other words, 'protein ' is the term used for a fu lly functioning molecule, while 
'polypeptide' refers to a non-functioning version. 

There are 20 different amino acids commonly found in proteins. Nine of these are 
known as essentia l amino acids because they cannot be produced by humans. So, 
humans must obtain these am ino acids by consuming other organisms. 

The properties of many proteins are determined by their shape, which is 
determined by their amino acid sequence. You will learn more about proteins, 
including the ir shapes and functions, in Section 2.3. 
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FIGURE 2.2.1 Structure of cholesterol 
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FIGURE 2.2.s Structure of a nucleic acid 
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FIGURE 2.2.9 Structure of proteins 

O Enzymes are a type of protein that 
speed up the rate of cellular reactions 
without being consumed in the 
reaction. 
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Chemical composition of air 

oxygen- 21 % argon-0.93% 

nitrogen-78% 

• carbon dioxide- 0.035% 

• others-0.035% 

FIGURE 2.2.10 Air is a mixture that is mainly 
made up of nitrogen, oxygen and argon. 

FIGURE 2.2.11 Coloured SEM of mackerel 
(Scomber scon1brus} gil ls showing the large 
surface area for gaseous exchange 

Inorganic substances 

Oxygen and carbon dioxide 
In most ce lls, oxygen is needed to release energy from food molecules in processes 
known collectively as ce llular resp iration. A constant supply of oxygen is therefore 
necessary to maintain the activity of these cells. This is usually easy for organisms 
that get their oxygen from air, because the atmosphere is 21 % oxygen (Figure 2.2.10). 
However, oxygen is not very soluble in water, so organisms that get their oxygen 
from water are either small, flat and relatively inactive, or they have very effic ient 
ventilation systems with large surface area for gaseous exchange, such as fish gil ls 
(Figure 2.2.11). 

Carbon is the key atom in organic molecules. Carbon dioxide is taken from the 
atmosphere (which contains approximately 0.035% by volume of carbon dioxide, 
Figure 2.2.10) by plants, some bacteria and some protists. It is used in the process 
of photosynthesis to make sugars, some of which are eaten by an imals. Carbon 
dioxide is returned to the atmosphere mainly by the decay of organic material and 
as an end-product of ce ll ular respiration. Th is cycli ng of carbon through organisms 
and the atmosphere is critical to the survival of all organisms. 

Nitrogen 
Nitrogen is required by organisms in relative ly large amounts because it is a 
key component of all proteins. There is plenty of nitrogen around because the 
atmosphere is about 78% nitrogen gas (Figure 2.2.1 O); however, most organisms 
are unable to use nitrogen in th is form. Atmospheric nitrogen is converted by 
certain bacteria and cyanobacteria into compounds that can be used by plants in a 
process known as nitrogen fixation. The most important nitrogen-fixing bacteria are 
the symbiotic bacteria found in the roots of plants, including legumes, casuarinas 
and acacias (Figure 2.2.12). Nitrogen compounds produced by the bacteria in t he 
soil are absorbed by plants and used to make am ino acids. Heterotrophs obtain 
the ir amino acids by consuming plants and other organisms. They also produce 
nitrogen-rich waste (manure), which has trad itiona lly been used as a plant fertiliser. 

FIGURE 2.2.12 (a) Nodules containing nitrogen-fixing bacteria on the roots of a garden pea (Pisum 
sativum}. (b} Coloured SEM of nitrogen-fixing soil bacteria (Rhizobium species) in a root nodule of a 
bean plant. These bacteria (green} have a symbiotic relationship with the plant. 
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Minerals 
Mineral salts are naturally occurring inorganic compounds produced by the 
weathering of rocks. The water-soluble mineral salts produced are absorbed as 
ions into the roots of plants (Figure 2.2.13), making them available to be eaten by 
animals. Humans require more than 20 minerals. Biologically important minerals 
include phosphorus, potassium, calcium, magnesium, iron, sodium, iodine and 
sulfur. Many others are needed in small (trace) amounts. 

Mineral ions are found in the cytosol of cells, in structural components (such 
as bone), and in the molecu les of many enzymes and vitamins. They may also 
be incorporated into other important organic compounds in cells. Phosphorus 
is present in the phospholipids of plasma membranes and in ATP (adenosine 
triphosphate- an important energy carrier in cells, see Chapter 5). Magnesium 
is an important constituent of chlorophyll, and iron is the central atom in every 
haemoglobin molecule in red blood cells (Figure 2.2.14). Calcium, potassium and 
sodium ions are important for the normal performance of cardiac muscle cells, and 
calcium and phosphorus are found in bones and teeth (Figure 2.2.15). 

FIGURE 2.2.15 Bone matrix is made up of inorganic components including salts of calcium 
and phosphorus. 

FIGURE 2.2.13 Soil profi le showing the horizons 
(layers), which vary in colour depending on the 
mineral content in the soil. Plants absorb these 
minera ls when they draw water out of the soil. 

O Molecules of ATP provide energy 
for immediate use by the cell and 
are produced during glycolysis and 
cellular respiration. 

FIGURE 2.2.14 Haemoglobin is made up of fou r 
protein subunits (coloured ribbon structu res) . 
Each subunit has an oxygen-binding site, or 
haem group (turquoise). Within each haem 
group there is one atom of iron (green). Oxygen 
molecules are shown as paired red spheres 
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2.2 Review 

SUMMARY 

• Organic compounds contain carbon and hydrogen 
and are found in living things. 

• Inorganic substances are all elements and 
compounds other than organic compounds 
(e.g. oxygen, water and carbon dioxide). 

• There are four main types of organic compounds: 
carbohydrates, proteins, nucleic acids and lipids. 

• Biomacromolecules are large organ ic molecules 
formed by joining together many smaller units 
(monomers) to form a chain or polymer. 

• Plants convert inorganic molecu les into 

carbohydrates. 

• Carbohydrates can be used as a source of energy 
and as energy stores. They also form structural 
components of cells and make up part of the 
structure of nucleic acids. 

• Lip ids are fatty substances that are not soluble in 

water. They can be used in plasma membranes, 
store energy and act as hormones. 

OA 
✓✓ 

• Nucleic acids contain the genetic material of all 
organisms. The two types of nucleic acids are RNA 
and DNA. 

• The functions of proteins vary widely. Proteins can: 

- catalyse cellu lar reactions 

- play an important role as hormones 

- act as carrier molecules 

- form structural components in organisms 

- play an important role in the immune system. 

• Oxygen is needed in most organisms to release 
energy from food molecules. 

• Atmospheric carbon dioxide is the main source of 
carbon, which is the key atom in organic molecules. 

• Nitrogen is 'fixed' from the atmosphere by certain 
bacteria. 

I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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2.3 Proteins 
Nearly every function of a living organism depends on proteins. Proteins have 
a large range of functions in living organisms including speeding up chemical 
reactions, playing a role in cell-to-cell recognition and cellular communication, 
movement, storage and even structural support. A human has tens of thousands of 
different proteins, and each protein has a specific sequence of amino acids, gi,ring 
it a unique shape that enables it to carry out a particu1ar function. 

In this section, you will learn about the nature of the proteome and the di,rersity 
in the functio11s of protei11s. You will also learn about tl1e syntl1esis of a polypeptide 
chain from amino acid monomers and the functional importance of the four 
hierarchical levels of protein structure. 

THE NATURE OF THE PROTEOME 
A protein is an organic compound consisting of one or more long cl1ains of amino 
acids connected by peptide bonds. Proteins are present in every living organism 
and are essential to their structure and function. 

The proteome is the complete set of proteins expressed by the genome
the complete set of genes or genetic material-of an individual cell or organism 
at a given time. '"fhe proteome varies between cell type, developmental stage and 
environmental conditions. Although a cell may contain the entire genome, only 
specific genes will be expressed, or 'switched on', at any given time. This ensures 
a cell produces only the proteins required for the specific functions it carries out. 

For example, all human somatic cells (any body cell of an organism, apart from 
cells that give rise to eggs and sperm) in an individual contain identical genomes, 
but the array of proteins produced by a fibroblast cell is different from the array of 
proteins produced by a B lymphocyte. Fibroblasts are found in connective tissue 
and prodt1ce collagen to give the tissue strengtl1 and elasticity. B lymphocytes are 
found in the blood circulation and lymphatic system, and produce antibodies to 
help defend the body against infection or foreign, non-self, materials. A fibroblast 
does not prodt1ce antibodies and a B lymphocyte does not produce collagen. Each 
cell type only produces the proteins required to carry out its own specific functions. 

There are many similarities between human and other proteomes, reflecting 
their common evolt1tionary origins. The human proteome contains proteins related 
by evolutionary descent (homologous) with 61 % of the fruit fl)' proteome, 43% of 
the worm proteome and 46% of the proteome of baker's yeast. 

Proteomics 
Proteomics is the large-scale study of the structure, function and interactions of 
proteins. Proteomics is essential as it is proteins that actually carry out most of the 
activities of the cell, not the genes that encode them. By knovving when and where 
proteins are produced in an organism, as well as how proteins interact, we can 
better understand the fu.nctioning of cells and organisms. 

One of the vvays to determine changes in the proteome is by comparing the 
proteomes of cells under different conditions. For example, by comparing the 
protein expression of a diseased cell and a healthy cell, the proteins affected by the 
disease can be determined. 

The research from proteomics can lead to the creation of protein biomarkers 
that can be used for screening individuals and populations for early detection of 
disease. The study of proteomics is also important in the production of drugs tl1at 
interact with proteins involved in disease and alter their function. 

BIOFILE 

Rational drug design 
Rational drug design uses high-speed 
computers to compare the three
dimensional structure of a faulty 
protein with a database containing 
many different chemical compounds. 
The compounds most likely to interact 
with the faulty protein are identified, 
and the interactions between these 
compounds and the faulty protein can 
then be tested in the laboratory to 
design drugs. 

An example of a drug that has been 
created using rational drug design is 
Gleevec. This drug has been designed 
to interact with a faulty enzyme that 
leads to an overproduction of abnormal 
white blood cells in a rare type of 
leukaemia. Gleevec binds to the active 
site of the enzyme, altering its shape 
and preventing it from functioning. 

Illustration of Gleevec, a drug created using 
rational drug design. 
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FIGURE 2.3.1 Ribbon diagram showing the 
three-dimensional structure of haemoglobin, a 
protein made up of four polypeptide chains 

TABLE 2.3.1 An overview of protein function 

THE FUNCTIONAL DIVERSITY OF PROTEINS 
Proteins have a large variety of functions, so they vary extensively in structure, with 
each ~rpe of protei11 having a unique three-dimensio11al shape (Figure 2.3.1).There 
are many different types of proteins in every organism. Each protein l1as a different 
ft111ction, and each plays a vital role i11 tl1e regulation, functioning and maintenance 
of both individual cells and entire organisms. In fact, almost ever)' function of living 
organisms depends on proteins. The specific structure of each protein enables it to 
carry out its function. 

Some of the functional types of proteins are described in Table 2.3.1. 

Enzymes 
One of the most important groups of proteins is enzymes. Enzynies act as biological 
catalysts in metabolic reactions. This means tl1at enzymes speed. up the rate of 
biochemical reactions vvithout being consumed within the reaction. They are large 
globular str11ctures tl1at act within specific reactions to either speed up anabolic 
reactions (reactions that make larger molecules) or catabolic reactions (reactions 
that break down larger molecules into smaller molecules). For example, lipase is an 
enzyme involved in the breakdown of the lipids during digestion. Without enzyn1es, 
many reactions witlun cells ~rould be too slo~r to sustain life. You will learn more 
about the action of enzymes in Chapter 5. 

Function: enzymatic proteins Function: hormonal proteins 

Description: act as cata lysts in biochemical pathways (enzymes) 

Examples: 
• catabolic enzymes, such as amylase, that catalyse the breakdown 

of bonds (also known as hydrolysis) (shown below) 
• anaboli c enzymes, such as DNA polymerase, that catalyse the 

formation of bonds (also known as condensation reactions) 

·- ♦ 
\ 

Catabolic enzymes, such as amylase, catalyse (speed up) reactions in 
which their specific substrate is broken into smaller products. 

Description: 
• protect against disease by recognising foreign bodies and 

microbes 
• activate immune cells 

Examples: immunoglobulins (antibodies), complement, major 
histocompatibility complex proteins 

antibod ies ----A 
' virus 

Antibodies help destroy viruses and bacteria. 

Description: coord inate an organ ism's activities by triggering a 
response 

Examples: insulin, glucagon 

insulin 
high secreted normal 

blood sugar blood sugar 

The hormone insulin regulates blood sugar levels. 

Function: contractile and motor proteins 

Description: 

• contractile proteins aid muscle contraction 
• motor proteins are responsible for the movement of cilia and 

f lagella 

Examples: myosin, actin, kinesin , dynein 

actin myosin 

muscle tissue 30 µ1n 

Actin and myosin are responsible for muscle contraction. 
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TABLE 2.3.1 An overview of protein function (continued) 

Function: structural proteins Function: transport proteins 

Description: 

• provide support by fo rming the structural components 
of cells and organs 

• assist in contract ile functions in t issue such as muscle 

Examples: collagen, keratin, actin, cytoskeleton 

Collagen fibrils provide elasticity and support to the skin. 

Function: receptor proteins 

Description: assist the cell in responding to a chemical stimuli 

Examples: neurotransmitter receptors, hormone receptors 

re-uptake 
pump 

neurotransmitter 

synaptic cleft 

receptor 

Receptors built into the plasma membrane of nerve cells detect 
neurotransmitters secreted by neighbouri ng nerve cel ls. 

SYNTHESIS OF PROTEINS 

Description: 

• t ransport of substances by acting as carrier molecules 
within or between cells 

• act as membrane channel proteins 

Examples: haemoglob in, sodium-potassium pump, calcium channel 

Na 

ADP 

Na 

Sodium-potassium pump uses ATP to transport sodium ions and 
potassiun1 ions across the plasma membrane. 

Description: storage of metal ions and amino acids 

Examples: ovalbumin and casein (to store amino acids), and ferrit in 
(to store iron) 

eggshell 

cuticula 

air cell 

ovalbumin and 
albumin allantoic fluid 

yolk 

amniotic liquid 

embryo 

Ovalbumin is a protein found in egg white, used as an amino acid source 
for the developing embryo. 

T here are many steps involved in producing a functional protein. As you vvill recall 
from Section 2.2, although protein structure, size and function are quite diverse, all 
proteins are made up of amino acids. Amino acids are smaller subunits (knovvn 
as monomers) that are joined together in a particular order to form polypeptide 
chains. T he polypeptide chains are then folded and coiled into proteins. 
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FIGURE 2.3 .2 Basic structure of an amino acid, 
showing an amine, carboxyl and variable R 
groups 
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Amino acids in 
the human diet 
In the human diet, amino acids can be 
classif ied into three main groups: 

• Essential amino acids: These cannot 
be synthesised by the body and 
must be obtained from our diet. 
The nine essential amino acids 
are histidine, isoleucine, leucine, 
lysine, methionine, phenylalanine, 
threonine, tryptophan and valine. 

• Non-essential amino acids: These can 
be produced by the body if they are 
not obtained from the diet. 

• Conditional amino acids: These are 
only required by the body in times of 
il lness or stress. 

Amino acid structure 
All amino acids have the same basic structure (Figure 2.3.2): 
• an amine group (NI-I,) -
• a carboxyl group (COOR) 
• a variable R group ( or side chain) . 

In the synthesis of proteins in organisms, there are 20 different standard ( or 
canonical) amino acids, and each has a different R group (F igure 2.3.3) . T he 
variable properties of the R group ( e.g. charged or uncharged, polar or non-polar, 
hydrophobic or hydrophilic) determine the type of protein that the amino acid will 
form. R groups can be as simple as a hydrogen atom (as in the amino acid glycine) 
or more complex; for example, -CH (CH

3
) 2 i11 the ami110 acid vali11e. 
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FIGURE 2.3.3 Chemical structure of the 20 standard amino acids. The R groups are coloured 
in red. Amino acids can be classified according to their chemical nature as non-polar, acidic, 
basic or polar. 
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Polypeptide chains 
Amino acids are joined by peptide b onds. A chain of amino acids joined by 
peptide bonds is known as a polypeptide chain. The backbone of the polypeptide 
chain is for1ned by the repeats of the carboxyl and amine groups, vvitl1 tl1e R groups 
forming the side chains of the polypeptide chain (Figure 2.3.4). 

A polypeptide chain forms the primary structure of a protein. Witl1 further 
folding and modification, a fully functional protein can be formed. 

side 
chains 

OH 

H H H 

back
bone H-1-c-c--t-c-ci7-t-c-c-0H 

II I I I II 
H O H O f-1 0 

amine group carboxyl group 
peptide bond 

FIGURE 2.3.4 Formation of a polypeptide chain 

PROTEIN STRUCTURE 
Proteins are large bio1nolecules that can contain tl1ousands of amino acids and may 
be S}711thesised as one or several pol}7peptide chains. Tl1ese polypeptide chains are 
folded and organised into specific shapes that are vital to the correct functioning of 
the protein. Most proteins are required to bind to other molecules. A single change 
to one amino acid within the sequence can alter the shape, and consequently the 
function, of a protein. 

There are four different levels of organisation when describing protein structure 
(Figure 2.3.5 on page 86): 

. 
• pr1mar}' structure 
• secondary structure 
• tertiary structure 
• quaternary structure. 

BIOFILE 

Protein size 
Proteins come in vastly different sizes. 
The peptide hormones oxytocin and 
antidiuretic hormone are only nine 
amino acids long. Dystrophin is a large 
protein that is important for muscle 
cell structure. It has about 3600 amino 
acids. Defects in this protein lead to 
muscular dystrophy. Another muscle 
protein, titin, is involved in the elasticity 
of the muscle and is the largest known 
protein. It has about 30 000 amino acids! 

0 A chain of amino acids joined 
by peptide bonds is known as a 
polypeptide chain. 
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FIGURE 2.3.5 Overview of the four levels of protein structure- primary, secondary, tertiary and quaternary 
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Primary structure 
1~he linear sequence of amino acids in the polypeptide 
chain is referred to as the primary structure of a protein 
(Figure 2.3.6). It is unique to each protein.Tl1e primary 
structure of one polypeptide may consist of only 50 
amino acids, whereas another may consist of 103 amino 
acids. Linear sequences shorter tl1an 50 amino acids are 
known as peptides. 

The linear sequence: 
• provides information on how proteins will fold 
• of functional and non-functional proteins can be 

compared to identify what changes to the sequence 
render the protein non-functional 

• can be compared between proteins to determine the 
evolutionary history of a protein. 

Secondary structure 
The next step in the formation of a functional protein 
is the folding or coiling of the polypeptide chain-its 
second.ary structure. Folding or coiling occurs due 
to the formation of hydrogen bonds betvveen the amine 
and carboxyl groups of amino acids within a polypeptide 
chain that have come in close proximity to each other. 
This results in the formation of secondary structures. 
T here are three types of secondary structures: 
• Alpha helix-Hydrogen bonds form between 

amine and carboxyl groups from non-adjacent 
peptide bonds within the polypeptide chain and the 
chain coils to form a helical shape (Figure 2.3.7a). 

• Beta-pleated sheets-Hydrogen bonds form 
between amine and carboxyl groups in different 
parts of adjacent polypeptide chains, causing the 
cl1ains to fold back: on each other (Figure 2.3 .7b). 

• Random coil-Altl1ough parts of the polypeptide 
chain appear to have a random structure, the folding 
is not in fact random and the same folding occurs in 
all molecules of the same protein. For example, all 
insulin molecules ~rill have the same random coils 
within their structure. 

a Alpha helix 

b Beta-pleated 
sheet 

hydrogen 
bond 

l . 

hydrogen bond 

... ,. J. . 
~ --0---! ~ . . 
i ~-,..,:i.,..,. 

--o-. f ~ ~: • -__, 
FIGURE 2.3.7 Regions stabilised by hydrogen bonds between 
atoms of the polypeptide chain result in the secondary structures 
(a) alpha helix and (b) beta-pleated sheets. 
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FIGURE 2.3.6 Primary structure of a protein showing the linear amino acid 
sequence of a polypeptide chain 
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FIGURE 2.3.8 The tertiary structure 
of a protein is stabilised by the 
presence of different types of bonds. 

FIGURE 2.3.9 Different types of 
bonds between the R groups of the 
amino acids and weak dispersion 
forces 

Tertiary structure 
Polypeptides also fold further, forming more stable globular or fibrous three
dimensional shapes (Figure 2.3.8) . This is lmown as the tertiary structure, and 
is usually the result of a combination of alpha helices and beta-pleated sheets alo11g 
with other folded areas. The tertiary structure occurs due to different types of 
bonds, such as the disulfide bridge and the hydrogen bridge, between the R groups 
(side chains) of the amino acids (Figure 2.3.9). 
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The three-dime11sional structure of a protein is critical to its function. In some 
smaller polypeptides, this folding process occurs spontaneously due to its chemical 
environment. Hov.,ever, larger, more co1nplex proteins require specialised proteins 
to help them fold correctly and, in some cases, to ref old if they u11ravel and lose 
their native shape (denature) . 

The tertiary structure is the final structure for some proteins. 

Quaternary structure 
A quaternary structure is formed when tv.ro or more polypeptide chains or 
prosthetic groups (an inorganic compound that is in,,olved in protein structure 
or function) join together to create a single functional protein. Tl1e polypeptides 
may be identical or different. Some proteins will not become active until they 
achie,re their quaternary structure. A protein ,vith a prosthetic group is lmown as a 
conjugated protein. Haemoglobin is an example of a conjugated protein witl1 a 
quaternary structure (Figure 2.3.10). 

a subunit iron haem 

~ subunit 

~ subunit 

a subunit 

FIGURE 2.3.10 Quaternary structure of haemoglobin. Four polypeptides (two alpha (a) subunits of 
141 amino acids and two beta (13) subunits of 146 amino acids) join together with haem prosthetic 
groups to form the functional haemoglobin molecule. Haemoglobin is a conjugated protein. 
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FIGURE 2.3.11 Coloured TEM of rough 
endoplasmic reticulum (blue) with ribosomes 
(black dots) on the outer surface. The outer 
layer of the nuclear membrane can be seen at 
the left edge (dark grey) . 
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FIGURE 2.3.12 Structure of the Golgi apparatus 

FIGURE 2.3.13 Coloured SEM of a pancreatic 
cel l. Pancreatic cells produce and excrete 
digestive enzymes in vesicles. 

PROTEIN SECRETORY PATHWAY 
Secretory proteins are proteins that are produced to be exported out of a cell. Tl1e 
movement of secretory proteins occurs by exocytosis, also known as the protein 
secretory pathway. Before reaching the plasma membrane for exocytosis, 
secretor)1 proteins must first be synthesised and modified. 

Ribosomes and endoplasmic reticulum 
Proteins destined for use vvithin the cell are synthesised b)1 free ribosomes that are 
found in the cytosol. Proteins that are to be secreted are synthesised by ribosomes 
that stud the outer surface of the rough endoplasmic reticulum (Figure 2.3.11). 

As it is produced by the ribosome, the polypeptide chain is inserted into the lumen 
(the fluid-filled space between the membranes) of the rough endoplasmic reticulum 
through a pore in the 1nembrane. Once tl1e secretory protein has been synthesised, 
it is transported through the tubules of the rough endoplasmic reticulum, where 
it is modified. For example, if the secretory protein is a glycoprotein (most are), 
carbohydrates are attached to the protein in the endoplasnuc reticulum by enzymes 
that are present on its membranes. 

When the secretory proteins reach the end of the tubules, they are vvrapped 
in tl1e membranes of vesicles that bud off from the endoplasmic reticul111n. ~fhe 
vesicles are then transported to other parts of the cell. Vesicles that move from one 
part of the cell to another are called transport vesicles. 

In addition to making secretory proteins, the rough endoplasmic reticulum also 
produces transmembrane proteins. As the ribosome produces polypeptides that are 
to be part of the plasma membrane as transmembrane proteins, the polypeptide is 
inserted into the endoplasmic reticulum membrane itself. 

Golgi apparatus 
The Golgi apparatus is an organelle found in eukaryotic cells that processes 
and packages proteins into vesicles for export from the cell. After leaving the 
endoplasmic reticulun1, the transport vesicles travel to and fuse with the Golgi 
apparatus at the cis face (Figure 2.3.12). The cis face is usually found near the 
endoplasmic reticulum. The Golgi apparatus consists of flattened sacs called 
cisternae (Figure 2.3.12). The secretory protein enters the Golgi apparatus and 
moves from one cisternae to the next, carried by vesicles. As it moves through the 
Golgi apparatus it is progressivel)1 modified. For example, the Golgi apparatus may 
modify the carbohydrate on the glycoproteins by removing some sugar monomers 
and substituting them vvith others, producing a large variety of carbohydrates. 
Wl1en tl1e secretory protein, such as a hormone or enzyme, is ready for secretion, 
secretory vesicles containing the protein bud off from the trans face end of 
the Golgi ap_paratus and move to the plasma m embrane, where the product for 
secretion is released out of the cell via exocytosis. 

Sometimes secretory ,,esicles are not transported to the plasma n1en1brane. 
Instead, the vesicles are stored in tl1e Golgi apparatus until the secretory protein is 
needed. For example, in pancreatic cells, digestive enzymes are stored in secretory 
vesicles within the Golgi apparatus until the presence of food in the stomach 
triggers a signal for their secretion (Figure 2. 3 .13). 

Exocytosis 
When the secretory vesicle n1embrane and plasma membrane come into contact, 
specific proteins alter the arrangement of the phospholipids in the phospholipid 
bilayer of the plasma membrane, enabling the fusion of tl1e two membranes. The 
fluid and dynamic nature of the plasma mem.brane enables this membrane fusion. 
Once the l:\\TO membranes are fused, the contents of the secretor)' vesicle are released 
out of the cell. This is called exocytosis. The vesicle n1embrane becomes a permanent 
part oftl1e plasn1a membrane (Figure 2.3.14).The plasma men1brane is continually 
recycled as vesicles fuse during exocytosis and are con,1ersely formed and released 
during endocytosis. A sun1mary of the roles of the rough endoplasmic reticulum 
and Golgi apparatus iI1 tl1e exocytosis of proteins can be seen in Figure 2. 3 .15. 
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hydrophobic ,,c:::.::::.-- 
lipid tails 

FIGURE 2.3.14 Exocytosis is the movement of a secretory vesicle towards the plasma membrane and the release of its contents. 

When a secretory protein has been synthesised, 
it is transported through the tubu les of the rough 
endoplasmic reticu lum, where it is modified. 

ER (endoplasmic 
reticulum) 

For example, a secretory protein becomes a 
glycoprotein when carbohydrates'< are added 
to the protein 0 . 

Inside the Golgi apparatus, the glycoprotein 
undergoes further carbohydrate modification. 
Carbohydrates on glycoproteins can be modified 
by removing some sugar monomers and 
substituting them with others, producing a large 
variety of carbohydrates. 

Once the glycoproteins and other modified 
secretory proteins o are ready for secretion, 

transmemb 
glycoprotei 

I 0 

~ 

vesicle 

\ 

secretory 
~ ----- protein 

they are transported in vesicles to the plasma ~ 
membrane. 

When a vesicle fuses with the plasma membrane, 
the contents of the vesicle are released out of the 
cel l in a process called exocytosis. 
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glycolipid 

FIGURE 2.3.15 Roles of rough endoplasmic reticulum and Golgi apparatus in the protein secretory pathway 

1 
=j 

""-
Golgi 
apparatus 

plasma membrane 
cytoplasmic face 
extracellular face 

phospholipid 
bilayer 

CHAPTER 2 I CELLS AND THE COMPOSITION OF CELLS 91 



a 

normal protein 

denatured protein 

FIGURE 2.3.17 A denatured protein will lose its 
shape and hence its ability to function. 

PROTEIN CLASSIFICATION 
Proteins can be classed as one of two types depending on tl1eir shapes: 
• Fibrous proteins are typically elongated and insoluble (Figure 2.3 .16a) . Many 

have structural roles and have little or no tertiary folding ( e.g. collagen found in 
connective tissue and keratin f ou.nd in hair and nails). 

• Globular proteins are compactly folded and coiled into spherical tertiary and 
quaternary structures (Figure 2.3. 16b). Globular proteins are generally soluble. 
They have a core with hydrophobic properties and an outer hydrophilic region. 
Most enz~rmes and hormones are globular proteins. 

b 

FIGURE 2.3.16 (a) The fibrous protein collagen. (b) The globular protein elastase (an enzyme that 
catalyses the hydrolysis of elastin in the pancreas) 

FACTORS THAT AFFECT THE FUNCTION OF A PROTEIN 
The en,,ironment surrounding proteins pla~rs an important role in maintaining the 
structure and function of the protein. Usually the loss of function of the protein is 
due to denaturatio11 of tl1e protein. The factors in the envirorunent affectil1g protein 
structure and function include: 
• temperature 
• pH 
• concentration of ions or molecules that act as cofactors. 

Denaturation and renaturation of proteins 
A protein is said to have denatured when the hydrogen bonds, disulfide bridges, 
hydrophobic interactions and dispersion forces that create the tertiary structure 
of the protein are broken and the shape of the protein is altered (Figure 2.3.17). 
As a result, the misshapen protein is biologically inactive. If a protein becomes 
fully denatured, the reaction is irreversible and the protein remains non-functional. 
However, a protein that is partially denatured may be able to fold again (renature) 
when the appropriate conditions are present. 
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The effect of temperature on protein function 
Proteins can be denatured at high temperatures due to the breaking of bonds. 
For example, hydrogen bonds breal, at temperatures above 40°C. However, at 
temperatl1res below 35°C, tl1e bonds are not flexible enough to allow the necessary 
conformational changes. 

The optimal ten1perature for proteins varies with tl1e organism and its 
environment . In humans, the optimum temperature for proteins is 37°C, but 
proteins found in organisms living in extreme environments, such as hot springs or 
icy environments, tend to have different optimal temperatures . 

CASE STUDY ANALYSIS 

Interaction of proteins with 
phospholipids in the plasma membrane 
Many different proteins make up the plasma 
membrane. Figure 2.3.18 shows a channel 
protein spanning the phospholipid bilayer. 

The blue molecules shown in Figure 2.3.18 
are polar amino acids. They are unable to 
cross directly through the phospholipids 
as the phospholipids tails are hydrophobic. 
Hydrophobic substances are non-polar and do 
not li ke interacting with polar molecules. The 
protein channel provides an environment in 
which the amino acid can pass without repulsion. 

The interaction of hydrophobic and hydrophilic 
molecules with each other provides information 
about the nature of various amino acids that 
make up the actual channel protein. 

Analysis 
1 Given the position of the phospholipids in 

the plasma membrane, what types of amino 
acids must make up the part of the protein 
channel labelled X in the figure to the right? 

2 What types of amino acids make up the 
region labelled Y in the figure to the right? 
Use Figure 2.3.3 on page 84 to list amino 
acids that may provide this chemical 
environment. 

FIGURE 2.3.18 Channel 
protein spanning the 
phospholipid bilayer of 
the plasma membrane 
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Optimum pH for digestive enzymes 
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FIGURE 2.3.19 Graph showing the optimum pH 
for different digestive enzymes 

The effect of pH on protein function 
Most proteins have a specific pH range in which their function is optimal, but 
this range can be quite different for each specific protein (vvhereas the range of 
optimal temperatures is similar for most proteins within an organism). In humans, 
for example, the enzyme salivary amylase (which starts the digestion of starch in 
the mouth) has an optimum pH of about 7, the enzyme pepsin (a digestive enzyme 
found in the stomach) has an optimal pH of about 2, and the enzyme trypsin 
(a digestive enzyme found in the small intestines) has an optimal pH of about 8 
(Figure 2.3.19). 

If the pH reaches too far above or falls too far below the optimal pH, then the 
tertiary structure is affected. T he interactions betvveen the R groups of different 
amino acids are altered and the bonds betvveen them are broken. As a result, the 
protein may be denatured, and in the case of enzymes, the enzyme activity will 
decrease. 

The effect of cofactors on protein function 
Some proteins require non-protein chemical compounds known as cofactors 
for their biological function. The presence and concentration of cofactors such 
as salts, specific elements such as iron, magnesium and calcium ions, or organic 
molecules such as vitamins, can play a significant role in the folding and function 
of proteins. For example, magnesium is essential for chloropl1yll function in plants 
(Figure 2.3.20). A lack of magnesium ions causes the yellowing of leaves due to the 
plant's inability to synthesise chlorophyll. 

I 

CH 
3 

J-1 C 11•·· 
3 

0 0 

FIGURE 2.3.20 Model (left) and structural chemical formula (right) of chlorophyll A. 
The magnesium ion is coloured in blue in the model. 

0 
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2.3 Review 

SUMMARY 

• Proteins have very diverse functions. The specific 
folding and f inal structure of proteins relate directly 
to their function. 

• Functional types of proteins include: 

- enzymatic proteins 

structural proteins 

- transport proteins 

- hormonal proteins 

- receptor proteins 

- immunological proteins 

- contractile and motor proteins 

- storage proteins. 

• The proteome is the complete set of proteins 
expressed by the genome. 

• Proteomics is the study of proteomes, including 
protein structure and function. 

• Amino acids have an amine group, a carboxyl group 
and an R group. There are 20 standard amino acids. 

All have the same amine and carboxyl group, but 
differ in their R group. 

• Amino acids are joined by peptide bonds to form 
polypeptide chains. 

KEY QUESTIONS 

Knowledge and understanding 
1 Proteins are key components of cells. Outline, with 

examples, at least five different roles carried out by 
proteins. 

2 Draw the structure of an am ino acid, and label the 
groups that are used in peptide bond formation. 

Analysis 
3 The enzyme amylase speeds up the breakdown 

of starch to simple sugar in both the mouth and 
stomach. Do new enzymes need to be made after 
each reaction to break down a starch molecule? 
Explain your answer. 

4 Distinguish between peptides and polypeptides. 

QA 
✓✓ 

• Proteins are made up of one or more polypeptide 

chains, which are folded and organised into specific 
shapes that relate to their specif ic function. 

- Primary structure of a protein is the linear 
sequence of amino acids in the polypeptide chain. 

- Secondary structure of a protein is achieved with 
the folding or coiling of t he polypeptide chains 
due to hydrogen bonds. 

- Tertiary structure of a protein is achieved by 
further folding, which creates more stable shapes. 
This structure occurs as a result of bonds forming 
between the R groups of the amino acids. 

- Quaternary structure of a protein is achieved when 
two or more polypeptide chains join to create a 

single functional protein. 

• Proteins can be either fibrous or globu lar. 

- Fibrous proteins are elongated and insoluble. 

- Globular proteins are spherical and compact. 

• Factors within the environment can have an 
impact on the structure and function of a protein, 
and can also lead to denaturation. These factors 
include temperature, pH, concentration of ions and 
molecules that act as cofactors. 

• Proteins have optimal temperature and pH ranges 
within which they function most effectively. 

5 Use a single sentence and a simple diagram to 
explain what is meant by the following structures 
of a protein: 
a primary 

b secondary 

c tertiary 

d quaternary 

6 Distinguish between fibrous and globular proteins. 

7 a Explain what is meant by a protein becoming 
'denatured'. 

b Discuss the factors that can cause a protein to 
become denatured. 

8 a What are cofactors? 

b How do cofactors affect protein function? 

~---------------------------------------------------------------------------------------- ~ 
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Chapter review 

I KEY TERMS I 
alpha helix 
amine group (amino 

group) 

cofactor 
conjugated protein 
cytosol 

Golgi apparatus 
monomer 
peptide 

OA 
✓ ✓ 

amino acid 
anabolic reaction 
beta-pleated sheet 
carboxyl group 
catabolic reaction 
catalyst 

denature 
(denaturation) 

endocytosis 
enzyme 
exocytosis 
fibrous protein 
genome 
globu lar protein 

peptide bond 
phospholipid 
polypeptide chain 
primary structure 
prosthetic group 
protein 

proteome 
proteom ics 
quaternary structure 
random coil 
ribosome 
rough endoplasmic 

reticulum (RER) 
secondary structure 
secretory protein 
secretory vesicle 
tertiary structure 

trans face 
transport vesicle 
variable R group 
vesicle cis face 

cisterna (pl. cisternae) 
protein secretory 

pathway 

I REVIEW QUESTIONS I 
Knowledge and understanding 
1 Which of the following shows a beta-pleated sheet? 

2 

A C 

D None of the above 

Consider the following diagrams of the four levels of 
protein structure. 

t!:?-c=--- polypeptide A 

Structure A 

~J- polypeptide B 

Structure C 

~ Structure B 

~ no acids 

Structure D 

The diagram showing a quaternary structure is: 

A structure A 
B structure B 

C structure C 

D structure D 

3 a Define the term 'proteome'. 
b Outline the re lationship between the genome and 

the proteome of an individual organism. 

4 List the parts of an amino acid that are involved in the 
bonds formed in the following st ructures. 

a primary structure 

b secondary structure 

c tertiary structure 

5 In polypeptide synthesis, the function of the ribosome 
is to: 

6 

A synthesise the required amino acids 

B ensure that the DNA base sequence is complete 

C provide the energy needed for polypeptide synthesis 

D provide the site for polypeptide synthesis 

Look carefu lly at the diagrams in boxes P, Q, Rand S, 
and the text in boxes W, X, Y and Z below. Place the 
letter for each into the table so that they correspond to 
the correct level of protein structure. 

Q R s 

w X y z 
Polypeptide Amino acids Two or more Polypeptide 
chain becomes become joined polypeptide chain folds on 
coiled or by peptide chains become itself to form a 
pleated. bonds to form entwined and 30 structure. 

a polypeptide. chemically 
bonded 
together. 

level of structure I Diagram (P-Q) Description (W-Z) 

primary 

secondary 

tertiary 

quaternary 
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Application and analysis 
7 Distinguish between free ribosomes and ribosomes 

bound to the rough endoplasmic reticulum in re lation 
to protein manufacture. 

8 A scientist was interested in how serine (an amino 
acid) enters ce lls. The scientist established that serine 
is a polar molecule. 

a The polar nature of the amino acid ru les out one 
method of entry for serine. Name and explain this 
method of entry. 

In order to further invest igate the entry of serine, the 
scientist takes three cell cultures (A, Band C), adds 
radioactively labelled serine molecules in solution 
to each and then monitors the cells to determine 
whether the serine enters the cells. The results of the 
experiment are then tabu lated. 

Results of the ability of cell cultures to absorb serine 
following various treatments 

Culture Treatment 

A radioact ive serine solut ion 
on ly 

B mercury solution 
(damages protein carriers 
and channels) and 
rad ioactive serine solut ion 

Result 

radioactive serine 
found in the cells 

no radioactive 
serine in the cells 

C ATPase inhibitor and radioact ive serine 
radioactive serine solut ion found in the cells 
(ATPase catalyses the 
formation of ATP from ADP 
and inorganic phosphate 
(Pi)) 

b What is t he function of cu lture A in the experiment? 

c What do the resu lts of the experiment suggest about 
the method used by the cell to take in serine? 

d What is the independent variab le in this experiment? 

9 Examine the cell below. 

a Identify the organelles K, Land M. 

b i Describe one similarity in function between 
Kand M. 

ii Describe one difference in function between 
Kand M. 

c A cell contains large numbers of organel le M. 
Suggest a possible function for the cell, giving a 
reason for your suggestion. 

L 

M 

d How might organel le L be involved in the specia lised 
function of the cell? 

10 Distinguish between the cis and trans face of the Golgi 
apparatus. 

11 The pancreas is responsible for making two very 
important protei n hormones (insul in and glucagon) 
involved in the regulation of blood glucose levels. Given 
hormones travel in the bloodstream to take effect on 
target cells in other parts of the body: 

a Discuss where in the cell the prate.ins will be 
produced. 

b Outline the protein secretory pathway, including the 
names of organelles, from manufacture to export of 
proteins from the cell. 

12 Salivary amylase is a protein manufactured in the 
mouth to he.Ip speed up the digestion of starch. Explain 
whether the optimum pH of this enzyme would differ 
to that of an enzyme found in the stomach. 

13 The following metabolic pathway involves the action of 
many enzymes within a cell. 

substrate 1 - substrate 2 - substrate 3 - product 

Explain what would happen to the amount of product 
produced if the enzyme that acts on substrate 2 was 
not produced in the ce ll. All other enzymes at each 
step of the pathway are present. 

OA 
✓✓ 
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Learning outcomes 
By the end of this chapter, you wil l be able to describe the structure and synthesis 
of the nucleic acids DNA and RNA. You wi ll also understand the role of these 
nucleic acids as information molecules that encode instructions for protein 

synthesis, and the steps in eukaryotic gene expression : transcription, RNA 
processing and translation. 

You will have explored gene structure and analysed the distinction between 
structural and regulatory genes and have an understanding of the regulation of 
gene transcription by transcriptional factors. 

Key knowledge 
• nucleic acids as information molecules that encode instructions for 

the synthesis of proteins: the structure of DNA, the three main forms of 
RNA (mRNA, rRNA and tRNA) and a comparison of their respective 

nucleotides 3.1, 3.2 

• the genetic code as a universal triplet code that is degenerate and the steps 

in gene expression, including transcription, RNA processing in eukaryotic 
cells and translation by ribosomes 3.2 

• the structure of genes: exons, introns and promoter and operator 
regions 3.2, 3.3 

• the basic elements of gene regulation: prokaryotic trp operon as a simplified 
example of a regulatory process 3.3 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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FIGURE 3.1.1 Structu re of the DNA double helix 
biomolecule 

O Hereditary information refers to 
genetic material that is passed on 
from parent to offspring. 
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3.1 Nucleic acids: DNA and RNA 
Nucleic acids are orga11ic biomolecules that store and transmit inherited 
characteristics of organisms. There are two types of nucleic acids: deoxyribonucleic 
acid (DNA) and ribonucleic acid (RNA). Both DNA and RNA are made up of 
nitrogenous bases and a sugar-phosphate baclzbone. RNA is usually single-stranded 
and DNA has a double-stranded helix structure with complementary pairing of its 
nitrogenous bases (Figure 3 .1.1). 

In this section, you \Vill learn about tl1e structure of DNA and RNA. 

NUCLEIC ACIDS 
Nucleic acids are large biomolecules that store and transmit hereditary 
information. Specifically, nucleic acids encode instructions for the synthesis of 
proteins. 
• Deoxyribonucleic acid (DNA) carries the instructions that code for the 

production of RNA, which may be functional (such as transfer RNA) or 
contain information for protein synthesis (messenger RNA). DNA is able to 
self-replicate. 

• Ribonucleic acid (RNA) has different forms that perform different ft1nctions. 
It can carr)' a copy of a DNA sequence (messenger RNA) and it also has the 
abili~, to 'read' and translate the DNA information (transfer RNA) . RNA plays 
a major role in the process of protein synthesis. 
Nucleic acids are polymers, made up of repeated subunit monomers called 

nucleotides. 

Nucleotides 
A single nucleotide consists of three basic units: 
• a phosphate group-the same in all nucleotides 
• a five-carbon (pentose) sugar 

- deoxyribose in DNA nucleotides 
- ribose in RNA nucleotides 

• a nitrogenous (nitrogen-containing) base. 
The fi,,e carbon atoms in a pentose sugar molecule are labelled 1' to 5'. The 

phosphate is always attached to the 5' carbon and the base to the 1' carbon in a 
single nucleotide. You can see this structure in Figure 3.1.2. 

A nucleotide 
(adenosine monophosphate) 

H--....._, / H 

base N 

phosphate group 

o-
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11 
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I I 
OH H 

FIGURE 3.1.2 Basic structure of a DNA nucleotide, showing the phosphate group, the five-carbon 
sugar and the nitrogenous base adenine (A) 
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The nitrogenous bases 
T here are five different nitrogenous bases: 
• adenine (A) 
• guanine (G) 
• c ytosine ( C) 
• thymine (T )- in DN A only 
• uracil (U)- in RN A only. 

T hese five nitrogenous bases can be categorised into one of two groups based 
on their structure: 
• P urines (A and G) have two rings in their structure. 
• Pyrimidines (T, U and C) have one ring in their structure (Figure 3.1 .3). 
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FIGURE 3.1.3 Structure of pyrimidines (cytosine, thymine and uracil) and purines (adenine and 
guan ine) . Pyrimidines have one ring and purines have two rings. 

BIOFILE 

Joining nucleotides 
Free nucleotides link together to 
form strands through a condensation 
polymerisation reaction. The hydroxyl 
group (OH) on the 3' carbon atom of 
the sugar of one nucleotide joins with 
the phosphate on the fi fth carbon of 
the pentose sugar (5 ') of the other 
nucleotide to form water, which is 
released. Free nucleotides can then be 
continuously added to t he 3' carbons 
in this way, forming a long sugar
phosphate- sugar-phosphate backbone 
strand. The nucleotides in the sugar
phosphate chain are joined covalently 
with a strong phosphodiester bond. In 
comparison, the hydrogen bonds that 
hold the two strands together are much 
weaker. 

In polynucleotide strands, one end 
has a free phosphate group on the 5' 
carbon; this is called the 5' end (five 
prime end). The other end of the strand 
has a free hydroxyl on the 3' carbon; 
this is ca lled the 3' end (three prime 
end). Free nucleotides are always 
added to the hydroxyl group, meaning 
that DNA and RNA are synthesised in 
the 5' to 3' direction. 
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O The diameter of the DNA double 
helix is approximately 2.0 nanometres 
and there are 10-10.5 pairs of 
nucleotide bases in each twist of the 
helix. 

0 In the DNA double helix, 
hydrogen bonds hold the pairs of 
polynucleotides together. Note 

ws 
2 

that there are two hydrogen bonds 
between adenine (A) and thymine (T), 
and three hydrogen bonds between 
cytosine (C) and guanine (G). 

DNA STRUCTURE 
DNA is double-stranded, as it consists of two chains of nucleotides, polynucleotides 
or 'strands' t\:visted into a double helix structure (Figure 3.1.4). The primary 
structure of DNA is the single strand of pol)rnucleotides, which consists of a specific 
sequence of nitrogenous bases (A, T, C and G). The hydrogen bonds between pairs 
of nitrogenous bases stabilise the secondary structure of the DNA and form the 
double helix. 

When DNA is uncoiled, the tvvo strands can be represented as a ladder. The 
sides of the ladder consist of the sugar-phosphate backbones. The two strands of 
a DNA molecule are antiparallel, meaning that tl1ey run in opposite directions, 
,:vith the 3' end of one strand matching ,:vith the 5' end of the other strand. The 
rungs of the ladder are the nitrogenous bases of each nucleotide. 

Complementary base pairing occurs between the nitrogenous bases, 
forming the double-stranded DNA molecule. In complementary base pairing: 
• the purine adenine (A) always pairs with the pyrimidine th)rmine (T), held 

together with two weal<- hydrogen bonds 
• the purine guanine (G) always pairs vvith the pyrimidine cytosine (C), held 

together with three weak hydrogen bonds (Figure 3 .1.4) . 
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FIGURE 3.1.4 Helical structure of DNA. Two complementary strands form a double helix joined by 
base pairs guanine (G) and cytosine (C), and adenine (A) and thymine (1). 
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RNA STRUCTURE 
Unlike DNA, RNA is usually found as a single strand, sometimes folded onto itself. 
RNA molecules are usually much shorter than DNA molecules. T he nucleotides of 
RNA have the same basic structure as those of DNA, v-1ith a fe\¥ differences. DNA 
contains the sugar deoxyribose, while RNA contains ribose. Tl1e nitrogenous base 
thymine in DNA is replaced by uracil in RNA, both of which pair with adenine 
(Figure 3 .1 . 5). Uracil is more stable in single-stranded polynucleotides. 
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FIGURE 3.1.5 Comparison of the structures of RNA and DNA 

Tl1ere are three main forms of RNA: 1nessenger RNA (mRNA) (Figure 3.1.6), 
ribosomal RNA (rRNA) (Figure 3.1.7) and transfer RNA (tRNA) (Figure 3.1.8). 
The roles of each type of RNA are described on page 11 2. 

FIGURE 3.1 .6 Messenger RNA (mRNA) carries a copy of the DNA's nucleotide sequence to be 
translated into proteins. 

ribosome 

ribosomal RNA 

FIGURE 3.1.7 Ribosomal RNA (rRNA) forms 
ribosomes, the site of translation of the mRNA 
into proteins. 
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FIGURE 3.1.8 There are multiple transfer 
RNA (tRNA) molecules with anticodons to 
complement the different possible codons in 
mRNA. Each tRNA carries a specific amino acid. 
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Table 3 .1.1 summarises and highlights the differences between the structure of 
DNA and RNA. 

TABLE 3.1.1 Summary of the differences between DNA and RNA 

Relative length long 

deoxyribose Of-I 
I 

CH
2 

0 OH 

OH H 
deoxyribose in DNA 

CASE STUDY ANALYSIS 

Viral RNA 

aden ine 
cytosine . 
guanine 
thym ine 

double 
3' 

5' 

adenine-thymine 
cytosine-guanine 

RNA is not always single-stranded. Rotavirus (Figure 3.1.9), for 
example, ls a genus of double-stranded RNA (dsRNA) viruses. 
Rotavirus causes gastroenteritis in several animals including humans, 
with high mortality rates in young children and infants. 

Rotavirus dsRNA exists as separate segments. Each segment is a 
small double helix containing a single gene. One of these genes codes 
for a protein that is thought to disrupt carbohydrate digestion and ion 

transport in cells of the small intestine. Water is drawn out of the cells 
via osmosis, leading to watery diarrhoea. 
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Since the eukaryotic host cells only contain single-stranded RNA, 
they produce Dicer enzymes that cut d.sRNA. This is a protective 
mechanism that stops dsRNA being translated into dangerous 
proteins. Rotavirus gets around this problem by creating single
stranded mRNA from the dsRNA, which then invades the host cells. 
There are no chemical markers on the invading mRNA to stop the 
host cells from translating it into the diarrhoea-causing protein. 

FIGURE 3.1.9 Double-stranded RNA exists in some viruses, 
includ ing Rotavirus species. 
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EUKARYOTIC VS PROKARYOTIC GENETIC MATERIAL 
Prokaryotic a11d eukaryotic genes are structurally different in many ways. These 
differences affect the way in which genetic informatio11 is tra11scribed, translated 
and expressed. Table 3.1 .2 summarises the major differences between the structure 
of the genetic material of prokaryotes and eukaryotes. 

TABLE 3.1.2 Sum,nary of the major differences between the structure of the genetic material of prokaryotes and eukaryotes 

Prokaryote Eukaryote 

There is one chromosome per cell. There are multiple chromosomes per cell. 

It has a circular chromosome without ends (no telomeres). 

Contains plasmids- small, circu lar DNA. 

It has linear chromosomes with ends (with telomeres). 

Contains no plasmids but there are other sources of 
DNA apart from chromosomes- mitochondria l DNA and 
chloroplast DNA. 

There is much less DNA than in eukaryotes (thousands to 
millions of bases, depending on species). 

There is much more DNA than in prokaryotes (mi llions to 
bil lions of bases, depending on species). 

There are fewer genes than in eukaryotes (thousands). There are more genes than in prokaryotes (tens of 
thousands). 

There is less non-coding DNA than in eukaryotes (greater 
number of genes per number of bases). 

There is more non-coding DNA than in prokaryotes (fewer 
genes per number of bases). 

DNA is not packaged into an organel le (less DNA to fit into 
the cell) (Figure 3.1.10, page 106). 

DNA is tightly packaged-coi led around histones, which 
form nucleosomes, wh ich are condensed into chromatin 
and packed as chromosomes into the nucleus (a lot of 
DNA to fit into a small space) (Figure 3.1.11, page 106). 

Genes cluster into functional groups, known as operon 
regions (e.g. genes that code for enzymes in the same 
biochemical pathway are next to each other on the 
chromosome and are control led by the same promoter, 
so al l the genes for the pathway can be transcribed and 
expressed at once). 

Operon regions are rare. (Genes that code for functionally 
similar enzymes can be physically far apart or located on 
different chromosomes. Eukaryotes have mechanisms to 
express these genes at the same time.) 

In fact, the invading mRNA lacks some of the extra 

structures found on the host mRNA, which are usually 

used to regulate translation. The unregulated viral mRNA is 
translated very efficiently while the host's own proteins are 

prevented from being produced. 

Another variation of RNA in viruses is that single

stranded RNA (ssRNA) can be classified as positive-sense 

or negative-sense, depending on the direction of the strand. 

Within the positive-sense ssRNA group is the subfamily 

Orthocoronavirinae (the coronaviruses), including the virus 

responsible for the disease COVID-19. The COVID-19 virus 

primarily affects a person's lungs, taking over the function 

of cells that normally produce surfactants to stop the alveoli 

(air sacs) collapsing. When its RNA enters a host cell, it is 

directly translated into polypeptides as though it were the 

host's mRNA, so the cells exhaust their resources making 

new viruses. When the cells die, fluids and white blood cells 

flood the area, causing the disease. 

Negative-sense ssRNA viruses, on the other hand, have 

RNA that cannot be directly read as mRNA. Instead, 

their RNA strand is complementary to the strand the 

host cell translates, so these viruses need an enzyme to 

transcribe their genome. Alphainfluenzavirus is the genus 

responsible for influenza A, one of the groups of viruses 
that causes widespread outbreaks of serious cases of 'the 

flu'. Alphainfluenzavirus has a protein that binds to RNAs 

in the host cell, effectively recycling the cap of the host 
RNA and using it as a primer to transcribe its own RNA 

in the direction needed for translation. Influenza A, like 

COVID-19, also begins in the lungs, although different cells 

are targeted. 

Analysis 

1 Of the three types of viruses mentioned in the data, 
identify which two require their own RNA polymerase 
(also known as RNA replicase) to successfully infect host 
cells. Explain your answer. 

2 Propose, with a reason, whether or not a damaged 
coronavirus could infect a host cell. 

3 Rotavirus infects not just humans, but some other 
mammals and birds also. Would you expect the same 
proteins to be translated in these other animals? Explain 
your answer. 
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O Histones are proteins found 
in eukaryotic cells that tightly 
package DNA into structures called 
nucleosomes. 

loop domain structure of 
a bacterial chromosome 

DNA double helix protein 

\ 

FIGURE 3.1.10 DNA is packaged into loop 
structures in prokaryotes. The DNA of 
prokaryotes does not have to be as tightly 
packaged as in eukaryotes because there is 
much less genetic material. 

O Other proteins, called chaperones, 
assist with the assembly of 
nucleosomes. 

Although tl1ere are many differences between the gene structures of prokaryotes 
and euk:aryotes, shared evolutionary history means that there are also many 
fundamental similarities. 
• Both prokaryotes and eukaryotes have double-stranded DNA that is made up 

of the nitrogenous bases adenine (A), thymine (T), cytosine (C) and guanine 
(G). 

• Both have mRNA, which acts as an intermediate code to building proteins, ,vith 
uracil (U) replacing thymine (T). 

• Becat1se the genetic information of prok:aryotes and eukaryotes is composed 
of the same code, the way mRNA codons are translated into amino acids and 
proteins is also much the same. 

1 At the simplest level, DNA ls a 
double-stranded helical structure . 

DNA double helix 

{ 2nm 
.-,::--..: 

3 Each nucleosome consists of 
eight histone proteins around 
which the DNA wraps 1.65 times. 

2 DNA is complexed with histones 
to form nucleosomes. 

700 nm 

nucleosome core of eight 
histone molecules 

300 nm 

6 The fibre forms loops 
averaging 300 nm in length. 

4 A chromatosome consists 
of a nucleosome plus the / 
H1 histone. ~ 

chromatosome 
30 nm 

7 The 300 nm fibres are compressed 
and folded to produce a 250 nm 
w ide chromatin fibre. 

5 The nucleosomes 
fold up to produce 
a 30 nm fibre. 

_, ~, .,_ 
250 nm 

8 Tightcoillng of the 250 nm 
fibre produces the chromatid 
of a chromosome. 

1400 nm 

FIGURE 3.1.11 Packaging of DNA in eukaryotic cells. Because eukaryotes have large quantities of 
DNA to fit into a small space, the DNA needs to be tightly and efficiently packaged. (1) Double
stranded DNA is (2 and 3) tightly coiled around histones to form nucleosomes. (4) Nucleosomes and 
histones together form chromatosomes. The nucleosomes (5) fold, (6) loop and (7) compress into 
chromatin. (8) Tight coil ing of the chromatin produces the chromatids of a chromosome. 
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3.1 Review 

SUMMARY 

• Nucleic acids are polymers of nucleotides 
(polynucleotides). There are two types of nucleic 
acids: deoxyribonucleic acid (DNA) and ribonucleic 
acid (RNA). 

• Nucleotides are made up of a five-carbon sugar, a 
phosphate and a nitrogenous base. 

• The nitrogenous bases adenine and guanine are 
purines; cytosine, thym ine (present in DNA on ly) 
and uracil (RNA only) are pyrimidines. 

KEY QUESTIONS 

Knowledge and understanding 

1 What are the functions of DNA? 

2 What are the three components of a nucleotide? 

Analysis 

OA 
✓✓ 

• DNA is a long, coiled, double-stranded nucleic acid 
that forms a double helix. 

- The two strands of DNA are joined by 
complementary base pairing between the 
nitrogenous bases. Adenine joins with thymine by 
two weak hydrogen bonds, while cytosine joins 
with guanine by three hydrogen bonds. 

- The two strands of DNA are antiparallel (oriented 
in opposite directions). 

• RNA is a short, usually single-stranded nucleic acid. 

3 Complete the table by identifying which polynucleotide(s) each nitrogenous 
base is found in (DNA, RNA or both), assigning the structure purine or 
pyrimidine, and filling in the name and structure of its complementary base(s). 

Nitrogenous base Complementary base(s) 

Name DNA and/or RNA Purine or pyrimidine Name(s) Purine or pyrimidine 

adeni ne (A) 

guan ine (G) 

cytosine (C) 

thymine (T) 

uraci l (U) 

4 Construct a table or diagram to compare the structures of RNA and DNA. 
Include at least three distinct characteristics. 

~----------------------------------------------------------------------------------------4 
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FIGURE 3.2.1 Overview of gene expression, 
showing mRNA being produced during 
transcription and a polypeptide being 
synthesised during translation 

@ Transcription is the production of 
single-stranded mRNA from DNA. 

@ Translation is the process in which 
the sequence of an mRNA molecule 
is used to produce the amino acid 
sequence of a polypeptide. 

5' 
DNA 

mRNA 
(complementary 
copy of template -
DNA strand) 

polypeptide 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . 

3.2 Gene structure and expression 
The genetic code represents the information 
stored in DNA as a triplet code within sections 
called genes. This information is used to 
synthesise the amino acid sequences that 
form proteins through a process called gene 
expression (Figure 3.2.1). 

In this section, you ,:vill learn about the roles 
of DNA and RNA in protein synthesis and the 
different steps of gene expression. 

GENES AND THE GENETIC CODE 
A gene is a region of DNA that may be translated into a polypeptide or an RNA 
molecule that can be functional, such as tRNA. Wl1en coding for a polypeptide, 
it is the sequence of nucleotides ,vi thin a gene that contains the information for 
the protein to be synthesised. Genes can be millions of nucleotides in length. 
For example, the longest known gene, vvhich codes for the protein dystrophin, is 
2.5 megabase pairs long (2500000 base pairs). 

The genetic code 
The genetic code is a set of rules that defines ho,v the information in nucleic acids 
(DNA and RNA) is translated into proteins and functional RNA molecules. The 
information in DNA and RNA is stored as a three-letter code of nucleotides. In 
DNA, this three-letter code is called a triplet. When a DNA triplet is transcribed 
into mature messenger RNA (mRNA) thro11gh the process of transcription, 
the triplet is then called a codon. Most codons code for an amino acid (Figure 
3.2.2) . This includes AUG, vvhich also has the role of initiating translation. The 
stop codons, ho,vever, end translation without attaching an amino acid. With the 
amino acid sequence determined by codons, a polypeptide chain is formed, 
,vhich can then be modified into its tertiary and possibly quaternary structures to 
become a functional protein. rrhe genetic code is almost universal-nearly every 
cell on Earth follows tl1e sa1ne rules to translate codons into the same amino acids. 
A gene transferred into another species will the ref ore usually result in the synthesis 
of an identical protein. 

non-template strand 
/ 

codon 1 codon 2 codon 3 codon 4 codon 5 codon 6 
H~ ~0 

N-imet thr cys glu cys phe,--c ~ 
H/ translation ► "'OH 

FIGURE 3.2.2 DNA is transcribed into mRNA (messenger RNA) . mRNA is read as codons. 
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Degeneracy 

The genetic code is said to be degenerate because more than one codon can code 
for the san1e amino acid (Figure 3.2.3) at the third base. As the genetic code uses 
four nucleotides, and three nucleotides code for an amino acid, the combinations 
of these nucleotides make a total of 64 possible codons ( 43 = 64), to code for the 
total 20 amino acids (Figure 3.2.3). The degeneracy of the code acts as a buffer for 
genetic mutations in tl1at a single change in one base may not necessarily lead to 
a change in the amino acid produced and therefore ma)' not cause a change in the 
structure of the protein produced. 

Second base of codon 

u A 

uuu UAU UGU 

O Amino acids all contain an amine 
(-NH

2
) and a carboxyl (-COOH) 

group, but have a unique side chain. 

phenylalanine tyrosine cysteine (cys) 
uuc (phe) ucc UAC (tyr) UGC serine u (ser) UUA leucine UCA UAA UGA STOP 

STOP 
UUG (leu) UCG UAG UGG tryptophan (trp) 

cuu CCU CAU histidine CGU 

C: CUC CCC pro line CAC (his) CGC arginine 
0 leucine 
-0 CUA CCA (pro) CAA CGA (arg) 
0 (leu) g lutamine 
u 

(gin) ~ CUG CCG CAG CGG 0 
<I> 
Vl AUU ACU AAU ' AGU . 
ro asparag1ne senne 
.0 isoleucine (asn) (ser) ~ AUC ACC threon ine AAC AGC Vl 

A (ile) I... 

(thr) LJ.. AUA ACA AAA lysine AGA arginine 

AUG methionine (met) ACG AAG (lys) AGG (arg) 
START 

GUU GCU GAU aspartic acid GGU 

GUC val ine GCC alan ine GAC (asp) GGC glycine 

GUA (val) GCA (ala) GM glutamic acid GGA (gly) 

GUG GCG GAG (glu) GGG 

FIGURE 3.2.3 The genetic code for the 20 amino acids and stop codons 

THE STRUCTURE OF GENES 
Eukaryotic genes all have a number of structural features in common, including: 
• promoter regions-an upstream binding region for the enzyme that is 

involved in the encoding process (which is RNA polymerase) 
• exons-DNA regions that are the coding segments 
• introns (or spacer DNA)-DNA regions that are non-coding segments. 

These structural features are illustrated in Figure 3.2.4. 

introns 

5' TATA 3' 

promoter region exons 

FIGURE 3.2.4 Eukaryotic genes contain common featu res: a promoter region, coding exons and 
non-coding introns. 
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Promoter region 

O RNA polymerase is needed to 
separate the double helix in a 

Promoter regions are sections of a gene that are found before the first triplet, at the 
5' end of tl1e site where transcription will begin. A promoter region: 
• is the location vvhere the RNA polymerase (the enzyme that initiates 

small section of DNA. The exposed 
nucleotides on one of the DNA 
strands can then act as a template for 
mRNA. 

transcription) attaches to the gene 
• identifies v,rhich DNA strand v,rill be transcribed 
• identifies vvhere transcription of tl1e gene \:vill start 

DNA 

primary 

nucleus 

• identifies in which direction transcription will occur. 
In many eukar)rotic genes, the promoter region includes a characteristic 

sequence of repeating T and A bases, knovvn as the TATA box. 

lntrons and exons 
In eukaryotes, not all sections of a gene are translated: 
• Exons are regions of a gene tl1at are 1.1sually expressed as proteins or RNA. 

Exons come together to make up mRNA, which is then translated into proteins. 
• Introns are non-coding regions of a gene. Introns are spliced out of the mRNA 

during the stage of gene expression called RNA processing. 
There are no rules about the number of exons and introns in a gene. In the 

dystrophin gene, for example, 99% of its length is made up of introns. 

GENE EXPRESSION 

transcription 

mRNA -:-- --...._ __ ,,_,..-..._..._,,,,_,,_,._..._.._ _ _. 
t ranscript 

Gene expression is tl1e process by wl1icl1 the 
information stored in a gene is used to synthesise 
a functional gene product (protein or RNA) 
(Figure 3. 2. 5). This process is highly regulated so 
that proteins or RNA molecules are only produced 
if and when they are required by a cell. Multicellular 
organisms, in particular, can have specialised cells 
that require a specific set of proteins. For example, 
in humans, the cells in connective tissue and bone 
require the protein fibrillin to form elastic fibres, and 
skin cells require the enzyme tyrosinase to produce 
melanin and other pigments. The ability to regulate 
gene expression conserves energy and materials 
(nucleotides and amino acids) in the cell. 

cytoplasm 

+ RNA processing 

mature .,___.,,,,-..... ,..__,,,,,,,.-mRNA (> a ."-AAA 

mature
0
..._,,,,_,,,,...._, __ _,,,._ 

m RNA 0- 4 AA.AA 

+ t ranslation 

~coFocPoo 
polypeptide 

FIGURE 3.2.5 Transcription creates a primary RNA transcript from DNA. The 
introns are then spliced (cut out) during RNA processing to create a mature 
strand of mRNA. The mRNA exits the nucleus via a nuclear pore. A ribosome 
translates the mRNA into a polypeptide chain during translation. 

Gene expression leading to protei11 synthesis in 
eukaryotic cells occurs in three stages: 

. . 
• transcr1pt1.on 

• RNA processing 
• translation. 

Transcription, il1 a broader context, means to 
copy text in the same language. Translation means 
changing text from one langt1age into another. In 
a biological context, transcription keeps tl1e genetic 
code in the 'language' of nucleic acids (DNA to 
RNA), vvhile translation changes the information in 
the nucleic acids into the language of amino acids. 
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CASE STUDY ANALYSIS 

Gene switching 
Trypanosomes (Trypanosoma brucei) 
are parasites that cause African 
sleeping sickness (Figure 3.2.6). 
These protozoan parasites spend 
part of their life cycle in the tsetse 
fly (Glossina fuscipes fuscipes) 
(Figure 3.2.7), where they have 
adaptations to living in the fly's gut. 
The trypanosomes then migrate 
to the fly's salivary glands and are 
transmitted to humans and livestock 
when the fly feeds on mammalian 
blood. The trypanosomes undergo 
morphological changes in response 
to the environment of their new 
host. African sleeping sickness 

occurs in Sub-Saharan African, 
across 36 countries, and threatens 
the lives of millions of people. The 
disease causes about 9000 deaths 
per year. It causes damage to the 
central nervous system, leading to 
behavioural changes, confusion, loss 
of coordination and disturbance to 
sleep. Without treatment, the disease 
can be fatal. 

T. brucei have up to 1000 genes, 
which code for proteins that will be 
positioned on their cell surface, but 
they can only express one of these 
genes at a time. When this occurs, 
one gene is transcribed and the rest 
are repressed. When a human is 
infected by a parasite, their immune 
system will usually recognise the 
proteins on the cell surface of the 
parasite and respond by producing 
antibodies as a defence. However, 
parasites such as trypanosomes can 
switch from expressing one gene 
to another, thereby overcoming 
the human defence response and 
evading detection. 

Analysis 

If T. brucei can alter its gene 
expression to evade human 
defences, would you expect it to 
express all of its proteins throughout 
its time in a human host? Use 
evidence in the data to explain your 
answer. 

Roles of DNA and RNA in protein synthesis 
DNA and RNA both play vital roles in protein synthesis. DNA provides the 
instructions, which are translated by RNA into proteins that carry out all of the 
functions that are essential to life. 

DNA and protein synthesis 

DNA stores and transmits hereditary information. The sequence of 
nucleotides is the code from which biological products are s1rnthesised. 
Th.ese products are mainly proteins, but they may also be functional RNA 
molecules. A gene is a region of DNA that contains the information to produce 
a protein or a functional RNA molecule. 

FIGURE 3.2.6 Coloured scanning electron 
micrograph of the parasite that causes African 
sleeping sickness, Trypanosoma brucei 

FIGURE 3.2.7 A tsetse fly (Glossina fuscipes 
fuscipes) feeding on human blood 

0 DNA does not code for all molecules 
in the body, such as carbohydrates. 
However, it does code for the 
enzymes needed to assemble them. 
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RNA 
polymerase 

Transcription 

Translation 

FIGURE 3.2.8 The nucleotide sequence is first transcribed to mRNA, 
which is then translated into a chain of amino acids. 

growing polypeptide chain 

tRNA 

ribosome 

--mRNA 

rRNA 

FIGURE 3.2.9 The three different types of RNA work together to use 
the information contained in a gene to synthesise a protein. 
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RNA and protein synthesis 

RNA plays an important role in expressing the information 
contained in coding DNA (genes) to synthesise proteins. Each 
type of RNA has a different role in the process of protein 
S)'nthesis: 
• Messenger RNA (mRNA) is formed in the nucleus by 

the process of transcription. mRNA carries a copy of the 
nucleotide sequence of DNA that specifies the amino acid 
sequence for a particular protein. During transcription, pre
mRNA is first formed by the enzyme RNA polymerase. 
Pre-mRNA is then processed (post-transcriptional 
n1odification) to form mature mRNA, which is a single
stranded copy of the coding DNA (gene) (Figure 3.2.8). 
The mature mRNA travels from the nucleus to the 
cytoplasm where it binds to ribosomes ready for translation. 

• Ribosomal RNA (rRNA) is synthesised in the nucleolus 
of the cell 11ucleus and is based on the nucleotide sequence 
of the DNA. Together with proteins, rRNA forms a small 
organelle called a ribosome. Ribosomes are the sites where 
the information in the mRNA is translated into a chain of 
amino acids (Figure 3.2.9) . 

• Transfer RNA (tRNA) n1olecules are the lir1ks betvveen 
amino acids and mRNA. They have a region called 
an anticodon which is a sequence of nucleotides 
complementary to the codons found on mRNA, and a 
binding site for one type of amino acid (which freely attach 
themselves in the cytoplasm) . Ribosomes have three sites 
where tRNA can bind: aminoacyl (A), peptidyl (P) and 
exit (E) as shown in Figure 3. 2 .10. A tRNA with the right 
anticodon vvill form a complex with the ribosome. As the 
next tRNA enters, a peptide bond is made betvveen the 
amino acids. The ribosome moves along the mRNA and the 
tRNAs are shifted towards the exit site, \vhile the p olypeptide 
chain grows.You migl1t expect there to be 64 types of tRNA 
based on the possible combinations of nucleotides in codons 
(Figure 3.2.3 on page 109) . However, three combinations 
are stop codo11s (no tRNAs match them, so translation is 
terminated). There is also a so-called ' \~1obble position' in 
the first nucleotide of an anticodon, which allovvs for some 
flexibility in the base used, so that the maximum number of 
tRNAs found in any cell is only 41. 

tnet 

mRNA Ill 
3' 

mRNA Ill 
5' 3' 5' -----

FIGURE 3.2.10 A tRNA molecule carrying the amino acid methionine (met) has an anticodon sequence that is 
complementary to the codon of the mRNA in the ribosome. 
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CASE STUDY ANALYSIS 

Protein folding and the need for speed 
The folding configuration of proteins gives 
rise to their three-dimensional structure, 
which is essentia l to their function. The 
diversity of shapes and sizes among proteins 
is quite extraordinary, as the examples in 
Figure 3.2.11 show. 

Polypeptide chains fold at certain points 
because of the interactions between the 

different amino acids present. Particular 
sequences of amino acids can be identified 
as a folding point. The shorter the distance 
between two folding points, the faster 
the protein can be assembled and start 
carrying out its task. Fast folding is also 
thought to be advantageous, as a rapidly 
synthesised protein is less likely to get 
aggregated (clumped in the wrong shape). 
It is hypothesised that proteins need to be 
folded in under 10 milliseconds to minimise 
aggregation, yet some proteins average only 
1.2 folds per second! 

Using computers to analyse a dataset of 
92000 proteins and 989 genomes from 
different organisms, researchers have shown 
that folding speed has tended to increase 
as proteins have evolved over time. They 
have also been able to apply mathematical 
models to their data to estimate when certain 
proteins started being synthesised in a range 
of organisms. 

Analysis 

1 For some of the organisms investigated 
in the dataset, not all of their protein 
structures were known. Explain how 
the researchers could still determine 
distances between protein folding points 
by examining the organisms' genomes. 

2 a i How long would it take a small 
protein to fold if it required eight 
folds averaging one fold every 
1.2 seconds? 

ii How many times slower is this than 
the hypothesised time requ ired for 
a protein to minimise aggregation? 

b Suggest two reasons why protein 
aggregation (clumping) would be 
detrimental to an organism. 

rhinovirus 

ribonuclease 
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pyruvate kinase 

nn:rogenase 

aspartate 
heat shock carbamoyltransferase 

protein Hsp90 

aspartyl-tRNA 
synthetase 

DNA helicase 

proteasome 

FIGURE 3.2.11 Examples of the diversity of structures and folding configurations of 
different proteins from the Worldwide Protein Data Bank 
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a Initiation 

Transcription 
1~he production of single-stranded mRNA from DNA is called transcription and 
occurs within the nucleus of eukaryotic cells. The DNA segment that undergoes 
tra11scription is kno,vn as the tra11scription unit. 

Transcription occurs in three steps: 
1 Initiation: Transcription factors combine with the region at the start of the 

gene, known as the promoter. The promoter region contains specific nt1cleotide 
sequences (TATA box) that are recognised by an appropriate subunit of the 
enzyme RNA polymerase. In eukaryotic cells, transcription factors are required 
for RNA polymerase to attach to the DNA. RNA polymerase then attaches to 
the promoter, un,vinding and unzipping the DNA molecule by breaking the weak 
hydrogen bonds between the two strands to expose the bases (Figure 3.2.12a). 

2 Elongation: During transcription, the RNA polymerase molecule covers a 
region of approximately 30 base pairs. Within this region, a segment of about 
15 b ase pairs is uncoiled. This results in the formation of a transcription bubble. 
As tl1e RNA pol~rmerase moves along tl1e gene, DNA strands located behind 
the transcription bubble are coiled again. The RNA polymerase moves along 
the DNA molecule, producing a strand of mRNA. It uses a strand of DNA as 
a template, attaching nucleotides (A, U, G, C) by complementary base pairing. 
mRNA is al,vays synthesised in the 5' to 3' direction, vvith new nucleotides added 
to the 3' end. The initial mRNA molecule transcribed is called a primary RNA 
tra11script (Figure 3.2. l 2b). The primary RNA transcript will then be processed 
into mature mRNA. 

TATA box 
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FIGURE 3.2.12 Transcription occurs in three stages: (a} initiation, (b) elongation and (c) termination. 
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3 Termination: Transcription ends when RNA polymerase reaches the termination 
site of the gene. This region contains a poly-A signal, vvhich, once transcribed, 
triggers a set of proteins to cleave the mRNA. The RNA polJrmerase continues 
a little further dovvnstream before detaclung. The DNA stra11ds join together, 
reforming the double helix (Figure 3.2.12c). 
Many RNA polymerase molecules may attach to the gene being tra11scribed, 

producing many of the same mRNA molecules. The strand of DNA that is 
transcribed to the mRNA is knovvn as the template strand, and the other 
complementary strand is known as the cocling strand. The mRNA carries the 
same base sequence as the coding strand, except it contains uracil in place of 
thymine. 

RNA processing 
After transcription, the primary RNA transcript undergoes processing before it 
is translated. This stage of gene expression is called RNA processing and includes: 
• the addition of a 5' cap 
• the addition of a poly-A tail 
• splicing (removal) of the introns (mRNA maturation). 

5' cap and poly-A tail 
A cap consisting of a methylguanosine triphosphate molecule, called a 5' cap, is 
added to the 5' end of the primary RNA transcript while it is being synthesised 
during transcription. Once transcription has fi11ished, a chain of up to 250 adenine 
nucleotides is added to the 3' end of the primary RNA transcript. This chain is 
called a poly-A tail. 

These modifications to either end of the primar)' RNA transcript increase its 
stabilit)r and prevent it from degrading. Additionally, the 5' cap aids the binding of 
the ribosome to the mRNA at the beginning of translation. 

Splicing 
In eukaryotes, not every part of the original DNA sequence is incorporated into 
the mature mRNA. The included parts are knowns as exons, short for 'expressed 
regions'. Most exons directly code for a polypeptide, altl1ough a small number 
are used as signals needed to start and stop translation. The sequences in between 
exons are called introns, short for 'intragenic regions'. Most prokaryotes contain 
011ly exons and therefore the RNA processing described in this section does not 
occur in prokaryotes. 

In eukaryotes, before a protein can be produced, the introns must be cut out of 
the primary RNA transcript to form the mature mRNA molecule. This process is 
known as splicing. During splicing, a complex molecule composed of protein and 
RNA molecules, called a spliceosome, removes the introns from the primary 
RNA transcript and joins the exon sections together to make mature mRNA 
(Figure 3. 2 .1 3) . (Not all of the exons will necessarily be included, as you will see in 
tl1e next section.) Tl1e single-stranded mature mRNA molecule then exits the 
nucleus via a nuclear pore. 

i--:: exon exon intron exon intron exon 

DNA 

O The separated strands of DNA 
reform their hydrogen bonds 
spontaneously, without the need for 
additional enzymes 

O lntrons are also found in tRNA and 
rRNA, although their removal requires 
a slightly different process than the 
removal of introns in mRNA. 

exon 

exon intron exon intron exon intron exon intron exon 
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FIGURE 3.2.13 During RNA processing, the introns are spliced from the primary RNA transcript, 
resulting in mature messenger RNA, which consists of only exons. 
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Alternative splicing 
A primary transcript can be spliced in many different v.,ays, resulting in alternative 
n1ature mRNA strands from a single gene and, thus, different proteins. Tl1is is the 
result of some exons being removed along with the introns during RNA processing. 
For example, a particular gene may result in a mature mRNA that contains all 
exons 1- 5, but the same gene may result in another mature mRNA that contains 
only exons 1, 2, 4 and 5 (Figure 3.2.14). Alternative splicing is one reason why the 
21 000 genes of humans can produce so many more than 21 000 proteins. 
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FIGURE 3.2.14 Alternative splicing of a single gene gives rise to alternative mRNA molecules, 
resulting in many different proteins. 

In early research on gene structure, introns \vere called 'junk DNA' because 
it was believed tl1ey had no role in protein production. It is now known that gene 
expression is much more complex tl1an first thought. Introns are essential to the 
process of alternative splicing as they contain nucleotide sequences needed for 
the spliceosome complex to form. Some introns also have additional regulatory 
functions, such as assisting mRNA export and protecting DNA from damage 
during transcription. 

Translation 
Translation is the process in which the codons on mRNA are translated into a 
sequence of amino acids, resulting in a polypeptide. This process occurs on 
ribosomes. Ribosomes bind to an mRNA molecule and act as docking stations for 
the tRNAs to deposit specific amino acids. A part of the tRNA, called an anticodon, 
recognises and binds to the codon on the mRNA by complementary base pairing. 
Eacl1 tRNA carries a specific amino acid related to the codon to vvhicl1 it binds. 

Translation occurs in a series of steps, as outlined below. 
1 Initiation: 1.o begin protein synthesis, a small ribosomal subunit attaches to the 

5' end of an mRNA strand. It then moves along the mRNA until it reaches 
a start codon AUG. The sequence AUG, which codes for the amino acid 
methionine, is the most common initiation codon of mRNA (there are some 
rare exceptions). A tRNA molecule with the anticodon UAC then brings the 
amino acid methionine to tl1e mRNA. Tl1e tRNA molecule joins to the mRNA 
start codon, attaching b)' complementary base pairing between the codon and 
anticodon (Figure 3.2.15). A large riboson1al subunit also attaches to the tRNA 
and the small ribosomal subunit. The binding of both ribosomal subunits causes 
the formation of three special sites for tRNA to bind: the aminoacyl site (A site), 
the peptidyl site (P site) and the exit site (E site). The attachment of amino acids 
to their corresponding tRNA molecules occurs i11 the cytoplasm-a process tl1at 
is catalysed by enz)rmes. 
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2 Elongation: Following the auachment of the amino acid methionine, another 
tRNA, ,vith a complementary anticodon to the next codon on the mRNA. 
auaches and adds its specific amino acid to the growing polypeptide chain 
(Figure 3.2.15). The deposited ami110 acid joins by a peptide bond to the first 
amino acid through a condensation polymerisation reaction. The ribosome then 
releases the tRNA and mo,res further along the mRNA strand. At each codon 
a new tRNA binds and adds another amino acid. The tRNA molecules can be 
reused, allovving them to pick up more of their specific amino acids and return 
to the mRNA molecule. 

met 

mRNA 11111 
5' 

amino acid 

gly 

tRNA 

nticodon 

11~111111 
3' 

Ill 

FIGURE 3.2.15 Process of translation on a ribosome. The ribosome moves along the mRNA one codon at 
a time, and tRNA molecules bring their specific amino acids to their complementary mRNA codon. 

3 Termination: Auachment of amino acids continues until a stop codon is 
reached, which is a codon that does not code for an amino acid. The polypeptide 
cl1ail1 is then released from the ribosome into the C)7toplasm or tl1e endoplasmic 
reticulum. Some proteins consist of more than one polypeptide; the polypeptides 
of these proteins associate in the cytoplasm or the Golgi apparatus to form the 
fully functional protein. 
Many ribosomes can translate the same single strand of mRNA, enabling many 

polypeptide cl1ai11s to be produced at the same time. Once the polypeptides are 
fully functional, they either remain in the cell for use, or are exported from the cell 
via exocytosis (also known as the protein secretory pathway) for use elsewhere in 
tl1e organism. You learnt about the protein secretory pathway il1 Chapter 2. 

BIOFILE 

Epigenetics 
Epigenetics is the study of the molecular changes that affect gene expression without 
altering the DNA sequence. Epigenetic changes therefore affect an organism's 
phenotype rather than genotype. 

Epigenetic modification can occur directly to DNA in the form of methylation (the 
addition of a methyl group, wh.ich is a carbon with three hydrogens). This often 
represses gene expression. Modifications can also occur on histones, the proteins that 
package DNA in eukaryotic chromosomes. This affects the coiling of chromatin so 
that genes cannot be accessed to be transcribed. In females, a whole X chromosome 
is silenced so that excess gene products are not made (a process known as 
X-i nactivation). 

Epigenetic changes are passed down when cells divide, which is an important feature 
of differentiation in stem cells. During gamete formation, epigenetic tags are usually 
removed in a process called reprogramming. Research has found that some changes 
do remain, however, and can span multiple generations. 

O Ribosomes in eukaryotic cells 
can carry out translation (build 
polypeptides) at a rate of around 
6-9 amino acids per second. 

ws 
3 

ws 
4 

growing polypeptide chain 
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3.2 Review 

SUMMARY 

• The genetic code is the rules and information used 

by cells to synthesise proteins and functional RNA 

molecules from nucleic acids. It is almost universal; 

the rules of the code are the same in nearly all cells. 

• DNA triplets (groups of three nucleotides) are 

transcribed to mRNA where they are called codons. 

- There are 64 possible codons (34). 

- The code is degenerate; there are 61 possible 

codons for 20 amino acids. 

Three codons do not code for an amino acid; 

instead, they stop translation. 

• Eukaryotic genes have common structures: 

- promotor, including the TATA box 

exons (expressed regions) 

- introns (intragenic regions). 

• DNA stores hereditary information. A gene is 

a region of DNA that codes for a protein or a 

functional RNA molecule. 

KEY QUESTIONS 

Knowledge and understanding 

1 What is the genetic code? 

2 Describe these structural features of eukaryotic genes 
and their functions: 

a promoter regions 

b exons 

c introns 

3 What are the three stages of protein synthesis? 

4 What are splicing and alternative splicing? 

OA 
✓✓ 

• The role of RNA is to express the information 

contained in the nucleotide sequence of a gene. 

- Messenger RNA (mRNA) carries a copy of the 

genetic sequence in DNA, specifying the amino 

acid sequence for a particular protein. 

- Ribosomal RNA (rRNA) makes up part of a 

ribosome. Ribosomes are the sites where the 
information in the mRNA is translated into a chain 

of amino acids. 

- Transfer RNA (tRNA) carries specific amino acids 

to ribosomes in order to form polypeptide chains. 

• Protein synthesis in eukaryotes occurs in three 

stages: 

- transcription of DNA to pre-mature mRNA using 

RNA polymerase 

- RNA processing, in which a 5' cap and poly-A tail 

are added, and introns are spliced so that the 
mature mRNA contains only exons and the 5' cap 

and poly-A tail 

- translation, which occurs on a ribosome where 

mRNA is translated into a sequence of amino 

acids, delivered by their specific tRNA molecules. 

5 There are many steps that occur during transcription 
and translation. These steps are provided below in 
random order. 

a Rewrite the steps of transcription in the correct 
order. Group the steps into the correct stage: 
initiation, elongation or termination. 

• The RNA polymerase moves along the DNA 
molecule, producing a strand of mRNA. 

• The RNA polymerase detaches, releasing the 
mRNA and allowing the DNA molecule to reform. 

• RNA polymerase uses a strand of DNA as a 
template, attaching nucleotides (A, U, G, C) by 
complementary base pairing. 

• Transcription factors combine with the region at 
the start of the gene, known as the promoter. 

• RNA polymerase reaches the termination site of 
the gene. 

• RNA polymerase attaches to the promoter, 
unwinding and unzipping the DNA molecule by 
breaking the weak hydrogen bonds between the 
strands to expose the bases. 

~--------------------------------------------------------------------------------------------------
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b Rewrite the steps of translation in the correct order. 
Group the steps into the correct stage: initiation, 
elongation or term ination. 
• Following the attachment of the amino acid 

methionine, another tRNA with a complementary 
anticodon to the next codon on the mRNA 
attaches and adds its specific amino acid to the 
growing polypeptide chain. 

• A stop codon is reached. The tRNA with the 
complementary anticodon has no amino acid • 
bound to it. 

• A small ribosomal subunit attaches to the 5' 
end of an mRNA strand. It then moves along the 
mRNA until it reaches a start codon (AUG). 

• The polypeptide chain is released from the 
ribosome into the cytoplasm or the endoplasmic 
reticulum. 

• The ribosome then releases the tRNA and moves 
along the mRNA strand. At each codon a new 
tRNA binds and adds another amino acid. 

• A tRNA molecule with an anticodon (UAC) brings 
the amino acid methionine to the mRNA. The 
tRNA molecule joins to the mRNA start codon, 
attaching by complementary base pairing to its 
anticodon. 

Analysis 

Refer to Figure 3.2.3 on page 109 to complete question 6. 
6 a The genetic code is degenerate. Complete the 

table by entering all of the possible mRNA codons 
for the amino acids listed, and determine the 
complementary triplets that would be in the 
corresponding template strand of DNA. 

Amino acid 

met hionine (met) 

arginine (arg) 

cysteine (cys) 

leucine (leu) 

valine (val) 

mRNA codons 
Complementary 
DNA triplets 

b Give an example of where a change to one 
nucleotide in the template DNA would alter the 
polypeptide synthesised, and an example of a 
nucleotide change where the polypeptide wou ld 
remain the same. 

c In a codon, do any of the bases (first, second or 
third) have a greater role in determ in ing the amino 
acid than others? Use examples in your answer. 

I 

---- -- ---------------- ----- ------- ----- ----- -------- ---· 
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FIGURE 3.3.1 Transcription repressor protein 
(pink) bound to DNA (red and blue). The 
repressor protein physically blocks access to the 
DNA, preventing transcription of the underlying 
gene. 

O Prokaryotes have been found to 
have anywhere between 500 and 
7500 genes. 
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3.3 Gene regulation 
As you ha\1e learnt, the genome consists of many thousands of genes. A cell is able 
to express a selection of these genes at a given time. The genes expressed determine 
\vhich proteins are produced, giving the cell its functionality and characteristics. 
Gene expression is the process through vvhich information from a gene is used 
to synthesise a functional gene product- a protein or RNA. Gene expression in 
eukarJrotes is tightly regulated by multiple mechanisms, at different points. 

Although gene expression is controlled at manJr points, this section focuses on 
gene regulation at the tra11scription stage. You \/\rill learn the difference between 
structural and regulator), genes and understand how some proteins called 
transcription factors are able to regulate transcription by 's\vitching genes on and 
off' (Figure 3.3.1). 

GENE REGULATION IN EUKARYOTES 
Gene regulation is tightly co11trolled in both eukaryotes and prokaryotes. 
However, the process of gene expression in eukaryotes is more complex, since gene 
regulation occurs at a greater number of stages in eul,aryotes than in prokaryotes. 

In Section 3.2 you learnt that gene expression in eukaryotes comprises the 
processes of transcription, RNA processing and translation. Gene expression is 
highly controlled, and can be regulated at any of these stages (Figure 3.3.2). In 
eukaryotic cells, transcription and RNA processing occur within the nucleus, and 
translation occurs in the cytoplasm. 
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FIGURE 3.3.2 Protein 
production can be 
regulated at any step 
of transcription, RNA 
processing and translation. 
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GENE REGULATION IN PROKARYOTES 
In prokarJrotic cells, gene expression consists only of transcription and translation 
and occurs in the cytoplasm of cells. (Prokaryotic cells do not have a nucleus or 
any other membrane-bound organelles.) H ere, transcription and translation occur 
at almost the same time. Gene expression in prokaryotes is regulated during 
transcription, wluch will be the focus of this section. 
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REGULATORY AND STRUCTURAL GENES 
Some genes are expressed co11stitutively (continually), while other genes can be 
induced or repressed. 
• Constitutive genes are always switched on: they are transcribed contii1ually. 
• For other genes, transcription may be induced or repressed by transcription 

factors as needed, depending on the cell type, stage or environmental conditions. 
Regulatory genes code for transcription factors. Transcription factors are 

proteins tl1at control gene expression at the transcription stage. They bind to DNA 
sequences close to the promoter region of a gene or to RNA polymerase to induce 
or repress the expression of specific genes (Figure 3. 3. 3). 

Structural genes code for proteins and RNAs that are not involved in gene 
regulation. For example, they can code for enzymes, protein channels, protein 
components for the cytoplasmic skeleton, or tRNA, among others. 

OPERONS-REGULATING A CLUSTER OF GENES 
TOGETHER 
In some instances, multiple structural genes are transcribed together and are 
controlled by a single promoter. These functional units of DNA are called 
operons and they mostly occur in prol,aryotes. Operons have common features 
(Figure 3.3.4), including: 
• a promoter region-the binding site of the RNA polymerase 
• an operator region-the binding site of a transcription factor 
• structural genes-the code that is transcribed a11d then translated into the 

products needed by the cell. 
Repressor proteins bind to the operator, preventing transcription of the 

structural genes in the operon. In some operons, the repressor is bound to the 
operator most of the time, but can be removed to allow the operon to be svvitched 
on or induced. In other operons, the repressor is inactive most of the time, but can 
be activated when needed so that the operon is svvitched off or repressed. 

One example of an operon that has been vvell studied in Escherichia coli (E. coli) 
is the trp operon. 
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O Examples of constitutive genes 
include genes needed for cellular 
respiration, regulation of the cell 
cycle and the synthesis of tRNA. 
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FIGURE 3.3.3 Regulatory genes code for 
transcription factors that induce or repress 
structural genes. This diagram shows an 
example of a transcription factor acting as an 
inhibitor of transcription. 

FIGURE 3.3.4 Operons contain common features: a promoter region, an operator region and structural genes. 

BIOFILE 

Tumour-suppressor proteins 
Tumour-suppressor proteins function 
to prevent cancer. These proteins are 
produced in response to exposure to 
radiation and chemicals that cause 
damage to the structure of DNA. 

An important tumour-suppressor protein 
is p53. If DNA damage has occurred, 
the p53 protein binds to specific sites 
on the DNA to repress genes that play a 
role in the continuation of the cell cycle. 
This inhibits cell division and prevents 

damaged DNA from replicating. If the 
damage is minor, p53 activates genes 
that repair DNA. In cases where the 
damage cannot be repaired, p53 will 
initiate cell death (apoptosis). 

p53 plays a major role in the prevention 
of cancers. If the gene coding for the 
p53 protein is deleted or mutated, the 
risk of cancer is greatly increased. In 
50% of all cancers, p53 has been found 
to be inactive. 

Molecular model of the tumour suppressor 
protein p53 (left and right) bound to a DNA 
molecule (centre) 

5' 
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The trp operon 
Tryptophan is an amino acid used to build proteins and is often found in the 
environment where E. coli lives. When in short supply, l1owever, E. coli and many 
other prokaryotes ca11 produce their ovvn tryptophan in an enzyme-controlled 
path,vay. The DNA unit responsible for coding and regulating the production of 
these enzymes is called the trp operon. It is an example of a repressible operon, 
~rhich n1eans that it is s~ritched on by default, but can be turned off. 

The trp operon consists of a promoter, operator and five structural genes that 
code for either whole enzymes or subunits that combine to make enzymes. Upstream 
of the operon is the gene trpR, which codes for a transcription factor called the 
trp repressor. The trpR gene is expressed constitutively, so the trp repressor is 
al,vays present. On its ow11, the trp repressor is unable to bind to the operator. When 
tryptophan is available, however, it acts as a corepressor. The tryptophan binds 
to the trp repressor and causes it to change shape. 1~his makes the repressor active, 
allo,ving it to block RNA polymerase and prevent the structural genes from being 
transcribed (Figure 3.3.5). 

If tryptophan levels in the cell decrease, the tryptophan bound to the repressor 
detaches. The inactive repressor does not prevent transcription and the enzymes 
needed to synthesise tryptophan are produced. 

a When no tryptophan is present: 
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FIGURE 3.3.5 (a) The trp repressor is inactive by default. (b) Tryptophan binds to the trp repressor, 
altering its shape and allowing it to block tra nscription. 
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CASE STUDY ANALYSIS 

Master regulatory genes 
The development of a complex, trillion-celled 
adult organism from a single fertilised cell 
occurs in a series of steps. Master regulatory 
genes code for transcription factors that 
turn genes on and off in different cells in the 
developing embryo. They can also start a 
sequence of events by turning other regulatory 
genes on and off, leading to the production of 
transcription factors that will, in turn, regulate 
other genes, and so on. A single master 
regulatory gene can, in this way, control the 
development of a complex structure such as an 
eye or nervous system, or a whole organism. 

Some of the most important master 
regulatory genes are the Hox genes. These 
genes control the structure and organisation of 
body segments during embryonic development. 
The proteins of Hox genes bind to regulatory 
regions of target genes, which then activate 
or repress cellular activity, directing the 
development of the organism. An error in one 
gene can result in minor malfunctions or even a 
body part growing in the wrong place. 

Interestingly, the order in which these genes 
are located on their chromosomes corresponds 
to the order in which they are expressed, 
and the part of the body plan they control. 
The genes are shown as coloured squares in 
Figure 3.3.6. Hox genes in humans are found 
in clusters named A, B, C and D, each on a 
different chromosome. 

This important gene family has been highly 
conserved throughout animal evolution. 
Because of the high degree of genetic 
similarity in these genes across animal species, 
researchers can use model organisms, such as 
Drosophila, to investigate human birth defects 
and diseases. 

Analysis 

1 How many Hox genes are found in 
Drosophila? 

2 There are four clusters of human Hox 
genes. Explain which cluster you think is 
least likely to affect brain development in 
an embryo. 
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FIGURE 3.3.6 The master regulators of embryonic development in all animals 
are Hox genes. The colour cod ing shows the pattern of the Hox complex shared 
between Drosophila and humans as well as the body parts they control. 

3 Consider the music played by an orchestra. Thls could be used 
as an analogy (comparison) for the events that occur when 
master genes regulate an organism's body plan. 

a Complete the table by suggesting how each event in an 
orchestra is similar to the events in embryonic development. 

Orchestra Embryonic development 

The conductor is responsible for controlling 
when musicians stop and start playing. 

The piece of music must be read in the 
correct order. 

The conductor does not play an 
instrument. 

Many m usicians play at the same time. 

The conductor drops a sheet of music and 
skips ahead. One group of instruments is 
instructed to play too early. 

Mistakes can st ill be made by a musician 
even if the conductor does thei r job 
properly. 

b Identify two limitations of this analogy. 
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3.3 Review 

SUMMARY 

• Gene expression in eukaryotes can be regulated 

at any of the three stages: transcription, RNA 

processing and translation. 

• Gene regulation in prokaryotes occurs during 

transcription. 

• Constitutive genes are expressed continually. 

• Regulatory genes code for the production of 

transcription factors, which induce or repress target 

genes by binding close to their promoter region or 

to RNA polymerase. 

• Structural genes code for proteins and RNAs that 

are not involved in gene regulation ; for example, 

enzymes. 

KEY QUESTIONS 

Knowledge and understanding 

1 What are some of the main differences in gene 
regulation between prokaryotic and eukaryotic cells? 

2 Define the fo llowing terms: 

a transcription factors 

b operator 

c regulatory gene 

d structural gene 

e constitutive gene 

f induced gene 

g repressed gene 

3 Complete the diagram of this prokaryotic operon by 
inserting the names of the gene regions in the correct 
locations. 

structural genes, termination site, promoter, operator 

5' 3' 

4 List five basic differences between prokaryotic and 
eukaryotic gene structure. 

OA 
✓✓ 

• Operons are genes that are grouped together with a 

single promoter and an operator, which allows the 

grouped genes to be switched on or off together. 

• The trp operon is an example of a repressible 

operon. It is switched off by the presence of 

tryptophan which acts as a corepressor, activating 

the repressor so that no more tryptophan is 

synthesised. 

• Eukaryotes have much more DNA than prokaryotes, 

wh ich requires them to package it more tightly. 

• Despite differences in how nucleic acids are 

packaged in prokaryotes and eukaryotes, both types 

of organisms use the same fundamental processes 

to synthesise proteins from the same genetic code. 

Analysis 
5 a Complete the table by inserting in the correct 

order the processes that occur in £. coli in the 
presence and absence of tryptophan in the 
environmnent. Options can be used more than 
once. 

Presence of tryptophan Absence of tryptophan 

• tryptophan-producing enzymes are synthesised 

• expression of trpR gene 

• corepressor binds to repressor 

• repressor blocks RNA polymerase 

• structural genes are transcribed 

• structural genes are not expressed 

• tryptophan detaches from repressor 

b Explain why it is beneficial for£. coli to be able to 
repress the trp operon. 

~----------------------------------------------------------------------------------------4 
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Chapter review 

I KEY TERMS I 
5' cap 
adenine (A) 
anticodon 
anti parallel 
base 
biomolecule 
coding strand 
codon 
complementary base 

pa1r1ng 
constitutive gene 
corepressor 
cytosine (C) 
degenerate 
deoxyribonucleic acid 

(DNA) 
deoxyri bose 
double helix 

exon 
gene 

. 
gene expression 
gene regulation 
genetic code 
guanine (G) 
induced 
intron 
messenger RNA 

(mRNA) 
nucleic acid 
nucleotide 
operator region 
operon 
phosphate group 
poly-A tail 
polyn ucleotide 
polypeptide chain 

I REVIEW QUESTIONS I 

Knowledge and understanding 

promoter region 
protein synthesis 

' purine 
pyrimidine 
regulatory gene 
repressed 
repressible operon 
repressor protein 
ribonucleic acid 

(RNA) 
ribose 
ribosomal RNA 

(rRNA) 
RNA polymerase 
RNA processing 
spliceosome 
splicing 
start codon 

QA 
✓✓ 

stop codon 
structural gene 
TATA box 
template strand 
thymine (T) 
transcription 
transcription factor 
transfer RNA (tRNA) 
translation 
trip let 
trp operon 
trp repressor 
trpR 
tryptophan 
uracil (U) 

1 What are the sequences that are included in the 
final mRNA product called? 

4 Geneticists used DNA sequencing to discover the base 
sequence of a plasmid. If 27% of the bases in the 
plasmid were cytosine then the plasmid consisted of: 

A 27% cytosine-guan ine pairs 

B 46% adenine-thymine pairs 

C 46% cytosine- guanine pairs 

D 23% adenine-thymine pairs 

A introns 

B termons 

C exons 
D spliced codons 

2 In polypeptide synthesis, the function of the 
ribosome is to: 

A synthesise the required amino acids 

B ensure that the DNA base sequence is complete 

C provide the energy needed for the synthesis 

D provide the site for the synthesis 

3 DNA provides the code for the synthesis of 
polypeptides. Which one of the following 
statements is true? 
A Every codon codes for its own exclusive amino 

acid. 

B The code is read as sets of three bases called 
triplets. 

C Each triplet codes for at least two different 
amino acids. 

D There are 20 different amino acids therefore 
there are 20 different codons. 

5 The nucleotide sequence A G U G A C C A A could 
represent: 
A part of the DNA template of a particular gene 

B the amino acid chain of a polypeptide 

C a sequence of mRNA 

D a section of double helix 

6 Why do eukaryotic cells contain histones? 

7 Name the three main types of RNA involved in protein 
synthesis and outline their functions. 

8 What is a promoter? 
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Application and analysis 

9 Explain why the chromosomes of eukaryotic cells 
can be seen under a light microscope but those of 
prokaryotes cannot. 

To answer questions 10- 12, refer to the genetic code in the 
table below. With a few rare exceptions, the genetic code is 
accepted as being universal. 

First position 
(5' end) 

u 

C 

A 

G 

u 
phe 
phe 
leu 
leu 

leu 
leu 
leu 
leu 

il e 
il e 
ile 

met 

val 
val 
val 
val 

Second position 

C A 

ser tyr 
ser tyr 
ser STOP 
ser STOP 

pro his 
pro his 
pro gin 
pro gin 

thr asn 
thr asn 
thr lys 
thr lys 

ala asp 
ala asp 
ala glu 
ala glu 

cys 
cys 

STOP 
trp 

arg 
arg 
arg 
arg 

ser 
ser 
arg 
arg 

gly 
gly 
gly 
gly 

Third position 
(3' end) 

u 
C 
A 
G 

u 
C 
A 
G 

u 
C 
A 
G 

u 
C 
A 
G 

10 a The following flow chart represents the 
production of a polypeptide chain as directed by the 
DNA template. 

DNA template strand 

+ Process A 

t 
mRNA sequence 

Process B 
t 

amino acid sequence of 
polypeptide chain 

C A G G G T A A C A C T 

G _ C __ A _____ _ 

i Name processes A and B. 

ii Complete the mRNA sequence. 

iii Use the genetic code to determine the correct 
sequence of amino acids. 

b. i How is the fourth codon different from all of the 
others in this sequence? 

ii Outline the significance of this codon in terms of 
polypeptide production. 

11 The DNA sequence of a particu lar gene is shown below. 

1 TAC-GGA - TCT - AGA 1-ATA-AAA-,I CGG-AAT - GCT 1-GGG-J ACA - CGG - GTA - ACA 1 

12 

exon 1 exon 2 exon 3 

a What do the bright blue sections represent? 

b Show the strand of mature mRNA that would be 
produced using th is gene. 

c Write the sequence of am ino acids that would be 
translated from the mRNA. 

d What amino acid sequence would be formed if an 
alternative splice, skipping exon 2, were to occur? 

The DNA sequence of the promoter and first exon of 
a gene are shown below. 

GGGCTCTATAAATACCACTTCAATGCT 

a Identify the TATA box. 

b Explain where RNA polymerase wi ll start 
transcription. 

c The mRNA strand produced is shown below: 
AUGGUGAAGUUACGA 
• Explain whether the DNA strand shown is the I 

coding strand or the template strand. 
•• Decode the strand . II 

d Suggest the likely consequence for the organism 
of a mutation that changes the sequence of the 
TATA box. 
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13 a Use the following terms to label the structures A-I on the 
diagram below: 

amino acid 

anticodon 

loaded tRNA 

mRNA 

polypeptide 

pre-mRNA (primary mRNA transcript) 

ribosome 

RNA polymerase 

unloaded tRNA 

b Describe the role of structure B in protein synthesis. 

c Describe the process occurring in structure H. Ensure you 
include the significance of structure I in your discussion. 

NUCLEUS 

exon 

intron 

0 0 - A 

1-------D 

<l 

aminoacyl-tRNA 
synthetase 

/--------- F 

14 A nucleic acid strand is under investigation. 
It has been found to contain 29% A, 32% G 
and 17% C. 

a Is the fourth base uracil or thymine? 
b How do you know? 

c Calculate the percentage of the fourth 
base in the nucleic acid strand. 

15 A strand of nucleic acid is shown below. 

AUG AAU CCU UAU GGU GGC UUU UAA 

The protein produced as a result of the 
information encoded in the strand of 
nucleic acids is shown below. 

met- asn- pro- phe 

a Explain whether the strand given is DNA, 
pre-mRNA or mRNA. 

b i During translation of the strand of 
nucleic acid shown, a tRNA having 
the anticodon UUA approached the 
ribosome. Which amino acid would 
the tRNA have been carrying? 

ii Draw the tRNA molecule with its 
amino acid and anticodon. 

16 Outline why, in humans, the mature 
adult intestinal cell will produce digestive 
enzymes while endocrine gland cel ls 
produce hormones, even though both 
differentiated cells contain the same 
human genome and secrete proteins. 

17 In Section 3.2 you learnt that the longest 
known gene is the dystrophin gene, which 
is 2.5 mega bases long, and that this gene 
is 99% introns. 
a What is the maximum number of bases 

J:;::::::::--'?r------;o,:::.._ ____ G in the exons of the dystrophin gene? 

- -\----_____::,.,;... ____ H 
~ 

tAll~~- , - J 
' 

b How many amino acids (approximately) 
make up the protein dystrophin? 
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18 Genetic engineering is used to transform bacteria 
by inserting human genes into their genome in 
order to produce human polypeptides, such as 
those that form insulin. Before the bacterium can be 
transformed, a copy of the human gene is required. 
A common method of acquiring the gene is to extract 
the appropriate mRNA from human cells and to use 
it as a template to make a DNA copy. This cDNA 
(complementary DNA) is then introduced into the 
bacterium, which then produces the required protein. 

a Why can it be expected that a bacterium is able 
to decode a human gene and produce the correct 
protein? 

b A gene made of cDNA is better for use in a 
bacterium than a gene cut directly from a human 
chromosome. Why? 

c Another method of obtaining an appropriate gene 
is to analyse the protein needed, identify the amino 
acid sequence and construct a suitable section 
of DNA. Explain whether the gene created by 
this method is likely to be identical to the cDNA 
sequence made using mRNA as a template. 

d Consider the amino acid sequence leu-pro-va l. How 
many different DNA sequences would result in this 
amino acid chain? Explain how you arrived at your 
answer. 

19 Tryptophan is an amino acid which prokaryotic cells are 
able synthesise when it is in short supply. Tryptophan 
production is controlled by a series of five enzymes 
that are coded for by five genes (trp A, 8, C, D and 
f), which form a single unit called the tryptophan 
operon. This operon has been extensively studied in the 
bacterium Escherichia coli. 
a What is an operon? 

The trp operon with some of its upstream region is 
shown below. 

repressor 
protein gene promoter operator trpE trpD trpC trpB 

b Label the regulatory and structural genes on the 
diagram. 

c The gene for the repressor protein is constitutively 
expressed. Explain the significance of this for the 
cell. 

d The repressor protein is produced in an inactive 
form. It becomes activated when it binds to 
tryptophan. Explain how these features of the 
repressor protein benefit the organism. 

e Once activated the repressor protein binds to 
the operator region. Explain how the binding of 
the repressor to the operator stops production of 
tryptophan. 

trpA 

20 Another well studied operon in Escherichia coli is the 
lac operon. It contains a cluster of genes that, when 
transcribed a.nd translated, produce enzymes needed 
to digest the disaccharide (sugar) lactose. When 
glucose is available to E. coli but lactose is not, the 
operon is switched off by a repressor. When glucose 
is unavailable but lactose is, the lactose changes the 
repressor, preventing it from binding to the operator 
and switching the operon on. 
a Explain whether or not lactose is a corepressor. 

b Glucose does not require digestion before it can 
be used by £. coli for energy. Propose, giving a 
reason, whether the lac operon would be induced 
or repressed when both glucose and lactose are 
available. 

c Compare the mechanism of repression in the lac 
operon and the trp operon. 

21 In recent genetics research, scientists replaced the gene 
controlling eye development in Drosophila flies with 
the gene that controls eye development in mice. The 
transgenic Drosophila developed normal compound fly 
eyes. What does this observation suggest about: 

a the gene controlling eye development in Drosophila 
and mice? 

b the factors that control eye development in these 
two vastly different species of insect and mammal? 

22 The Pax6 gene encodes a transcription factor, Pax6, 
that regulates eye and lens development in different 
organisms. The protein consists of a sequence of 130 
amino acids. An experiment was conducted to compare 
the amino acid sequence of this gene across a variety 
of vertebrate and invertebrate species. The figure on 
page 129 illustrates the results of the study. Different 
amino acids are represented by a different letter. The 
mammalian Pax6 (human and mouse) sequence 
is provided on the first line and the analysis of the 
differences in the amino acid sequence was compared 
to this mammalian line. The numbers to the right 
of the diagram represent the percentage of amino 
acid sequence similarity with the mouse and human 
proteins. 
a Comment on the results of the experiment and 

propose to what group of genes Pax6 belongs. 

b Identify any patterns in the differences between the 
Pax6 amino acid sequence. 

c Discuss the evolutionary implications of the 
similarity between the Pax6 transcription factors. 

d Predict the effect of manipulating the Drosophila 
genome to replace the Pax6 gene with that from the 
mouse. 
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(a) 

D 
Homo, Mus 
Amphioxus 
Phallus/a 
Paracentrotus 
Loligo 
Lineus 
Drosophila EV 
Drosophila TOY 
Caenorhabditis 
Dugesia 

Hydra (8) 
Pax4 
Pax2 
Pax5 
Pax8 

Homo, Mus 
Amphloxus 
Phal/usia 
Paracentrotus 
Lo/igo 
Lineus 
Drosophila EY 
Drosophila TOY 
Caenorhabditis 
Dugesia 

Hydra (8) 
Pax4 
Pax2 
Pax5 
Pax8 

(b) 

Homo, Mus 
Amphioxus 
Phallus/a 
Paracentrotus 
Loligo 
Uneus 
Drosophila EY 
Drosophila TOY 
Caenorhabditis 
Dugesia 

Hydra (8) 
Pax4 
Pax2 
Pax5 
Pax8 
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Learning outcomes 
By the end of this chapter, you wil l have developed an understanding of the 
molecu lar tools and techniques used to manipulate DNA molecules for particular 
purposes. You will have learnt how recombinant plasmids are created and then 
used as vectors in the process of bacterial transformation. You wi ll also have 

an understanding of the other molecular tools and techniques explored in this 
chapter, including gel electrophoresis and the polymerase chain reaction (PCR). 

Key knowledge 
• the use of enzymes to manipulate DNA, including polymerase to synthesise 

DNA, ligase to join DNA and endonucleases to cut DNA 4.1, 4.2 

• the function of CRISPR-Cas9 in bacteria and the appl ication of this function in 

editing an organism's genome 4.3 

• ampl ification of DNA using polymerase chain reaction and the use of gel 
electrophoresis in sorting DNA fragments, including the interpretation of gel 

runs for DNA profiling 4.1 

• the use of recombinant plasmids as vectors to transform bacterial cells as 
demonstrated by the production of human insulin 4.2 

• the use of genetically modified and transgenic organisms in agriculture to 
increase crop productivity and to provide resistance to disease. 4.3 
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FlGURE 4.1.1 A scientist loads DNA samples 
into a gel electrophoresis chamber. 

O A microsatellite is a short repeated 
sequence of nucleotides found 
at a defined location (locus) on a 
chromosome. 

FIGURE 4.1.2 A scientist extracts fossi lised DNA 
from a Neanderthal (Homo neanderthalensis) 
bone. The DNA will be amplified for further 
DNA analysis. 

O DNA sequencing describes any 
process used to determine the order 
of the four nucleotide bases
adenine, thymine, guanine and 
cytosine-in DNA. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

4.1 DNA manipulation 
To work with DNA, it is necessary to have more than a few DNA molecules. The 
polymerase chain reaction (PCR) is a technique used for DNA amplification
it makes millions of identical copies of a piece of DNA. Using PCR, scientists can 
amplify the DNA in traces of blood left at the scene of a crime, or a particular gene 
from a sample of DNA. 

Gel electrophoresis is a method used to separate and visualise nucleic acids 
and proteins according to their size (Figure 4. 1.1). This is usually perfor1ned after 
PCR to either co11firm that the correct DNA fragment was an1plified, or to ide11tify 
DNA fragments present in the sample (DNA profiling). It is also used to separate 
DNA fragments to be used in DNA manipulation techniques. 

In this section, you vvill learn about PCR and gel electrophoresis of DNA 
fragments. 

DNA AMPLIFICATION 
Many DNA manipulation techniq11es require a large quantity of DNA to work with. 
However, sometimes only a very small sample of DNA is available for scientists. 
For example, only trace samples of DNA may be left at a crime scene or extracted 
from fossils of extinct species (Figure 4.1.2). Usually only small samples can be 
removed for medical tests and in embryonic or fetal DNA scree11ing for genetic 
disorders. In these cases, DNA amplification is required to increase the amount 
of the target DNA sample so that it is large enough to be used or analysed in other 
techniques and processes. 

DNA amplification uses PCR to create a large quantity of DNA that is identical 
to the initial trace sample. The term target DNA is used to describe a particular 
region of a DNA molecule that a scientist intends to study or manipulate (e.g. a 
specific gene or a microsatellite, wruch is a variable region of the genome used 
for DNA profiling). 

Polymerases 
As the name indicates, polymerase chain reaction (PCR) is based on the action 
of polymerases. Polymerases are enzymes that catalyse the formation of long
chain molecules (polymers), such as DNA and RNA, by linking smaller molecules 
(nucleotides). These enzymes are found in all living organisms and play an 
important role in the replication, repair and maintenance of DNA. There are two 
different groups of pol}rmerases: 
• DNA polymerases 
• RNA polymerases. 

DNA polymerases 

Scientists use DNA polymerase enzymes in i=>CR and DNA sequencing to 
syntl1esise multiple copies of the target DNA. During PCR, the DNA polymerase 
attaches to the end of the target DNA sequence (called the template) and adds 
complementary nucleotides to create a ne,1ir strand of DNA, complementary to the 
target DNA. 

DNA polymerases used in PCR must be stable at high temperatures, have 
high affinity to the DNA template, and be rughly specific to reduce background 
amplification (i.e. amplification of non-target DNA). 
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BIOFILE 

Thermus aquaticus 
A field trip to Yellowstone National 
Park in the 1960s radically altered the 
course of molecular genetics research. 
Thomas Brock, a bacteriologist, found a 
new species of bacteria in a hot spring, 
which he named Thermus aquaticus 
(Latin for 'hot water'). 

This was significant because enzymes 
are normally denatured if heated to 
temperatures of 95°C for more than 
a few seconds. For T. aquaticus to 
survive in the hot springs, its enzymes, 
including DNA polymerase, need to 
tolerate these high temperatures. 
Therefore, the DNA polymerase from 
T. aquaticus (Taq polymerase) has 
proved to be an ideal enzyme for use 
in PCR. 

Taq polymerase 

A scientist obtains a sample of Thermus 
aquaticus from a hot spring. 

Taq polymerase is the DNA polymerase that is most commonly used in PCR. 
It \Vas originally extracted from the thermophilic bacterium 1nerrnus aquaticus. 
The heat-resistant properties of Taq polymerase mak:e it extremely useful in DNA 
manipulation techniques such as PCR. 

Reverse transcriptase 

Reverse transcriptase is a DNA polymerase that synthesises single-stra.nded 
DNA using single-stranded RNA as a template. T his is tl1e reverse of the usual 
transcription process in vvhich DNA is transcribed i11to RNA. Reverse transcriptase 
is used in the laboratory to produce DNA molecules that can be amplified by PCR 
for further analysis. It is also used to make complementary DNA (cDNA) 
fro1n modified mRNA that has already had the introns spliced out for some DNA 
manipulation techniques, as you will learn in Section 4.2. 

RNA polymerases 

RNA polymerases are enzymes that synthesise RNA from DNA during 
transcription. Subunits of the RNA pol)7merase recognise the promoter at the 
start of a gene. The RNA polymerase attaches to the promoter and unwinds the 
DNA, allowing it to add nucleotides, one at a time, in tl1e 5' to 3' direction. RNA 
polymerase adds nucleotides until a 'stop' seqt1e11ce is reached. A single-stranded 
piece of RNA is created. RNA polymerase vvorks much more slovvly than DNA 
polymerase. RNA polymerase is used in specialised laboratory techniques to study 
transcription and RNA amplification. 

O Thermophilic means 'heat-loving'. 
Thermophilic organisms live in 
environments with high temperatures. 
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TABLE 4.1.1 Exponential growth in number of 
target DNA molecules during PCR 

Number of 
PCR cycles (n) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

20 

30 

Number of double
stranded copies of 
original DNA (2") 

1 

2 

4 

8 

16 

32 

64 

128 

256 

512 

1024 

1048576 

1073 741824 

O Primers determine the start and end 
points of a nucleotide sequence to be 
amplified. 

The polymerase chain reaction (PCR) 
1,he polymerase chain reaction (PCR) is a method of amplifying specific target 
sequences of DNA. The DNA polymerase known as Taq pol)rmerase is used in this 
process, as it is stable at tl1e high temperatures required during PCR. Each strand 
of the DNA acts as a template for a nevv copy of itself. 

PCR is carried out in cycles. Each cycle doubles the amount of DNA, resulting in 
exponential grovvth. After 30 cycles, there are over one billion copies (Table 4.1 .1). 

For PCR to be carried out, specialised equipment and a PCR mixture is 
required. The PCR mixture contains: 
• DNA, including the target DNA to be amplified (the sample) (Figure 4.1.3) 

• free nucleotides, to build new DNA strands 
• a heat-resistant DNA polymerase (usually Taq polymerase), to elongate tl1e new 

DNA strands by adding tl1e free nucleotides 
• two DNA primers complementary to the ends of the target DNA, to specify 

the start and finish of the DNA fragment to be amplified. The two primers are 
synthetic, single-stranded DNA molecules up to 30 bases in length. 

• 
FIGURE 4.1.3 A scientist loads DNA samples into a thermocycler to be amplified by PCR. 

Steps in the polymerase chain reaction 

The PCR mixture is placed in a DNA thermocycler, whicl1 alters the temperature 
in pre-programmed steps. Each PCR cycle involves three steps (Figure 4.1.4) : 
1 D enaturation: The sample is heated to 95°C to break the l1ydrogen bonds between 

the t\vo strands of double-stranded DNA to obtain single strands of DNA. 
2 Annealing: The temperature is reduced to 50-60°C. This allows the primers to 

anneal (i.e. bind) to complementary sequences on opposite strands at each end 
of the target DNA sequence. 
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3 Extension: The temperature is increased to 72°C. This allows Taq polymerase 
to attach to the primers on the DNA strands. The Taq polymerase moves along 
each strand, adding free nucleotides to form double-stranded D N A. 
This three-step cycle of heating and cooling is repeated up to 50 times to ensure 

there is sufficient target DNA produced to worl, with. 

Cycle 1 
yields 

2 
molecules 

Cycle 2 
yields 

4 
molecules 

Cycle 3 
yields 8 

molecules; 
2 molecules 

(in white boxes) 
match target 

sequence 

genomic DNA 

1 Denaturation: 
heat briefly 
to separate DNA 
strands 

2 Annea ling: 
Cool to allow 
pr imers to form 
hydrogen bonds 
wit h ends of 
target sequence 

3 Extension: 
DNA polymerase 
adds nucleot ides to 
the 3' end of each 

. 
primer 

5' 

3' 

target 
sequence 

/ "' 5' 3' 

3' 

• 
. /l 

primers 

1/ 

new 
nucleo
tides 

5' 

• 

FIGURE 4.1.4 The three steps of PCR: denaturation, annealing and extension. Each PCR cycle 
increases the amount of target DNA exponentially. 

BIOFILE 

Trace samples 
The process of PCR requ ires as few as 
one or two cells for DNA amplification. 
Scientists at the Victoria Forensic 
Science Centre have shown that 
merely touching an object deposits 
sufficient material for successful DNA 
amplification. In handling keys, opening 
a door or driving a car, the cellular 
material deposited by a criminal 
provides ample DNA for analysis 
following PCR. 

-
PA 
3 
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0 DNA is negatively charged because 
of the negative charge on the 
phosphate group in each nucleot ide. 

pipette _ _.,_ 

well --t-, 

gel --+--

DNA sample 

-

._ ____ _, 

DNA SEPARATION BASED ON FRAGMENT SIZE 
Gel electrophoresis is commonly performed after DNA amplification using PCR. 
Gel electrophoresis allows scientists to separate out the different DNA fragments 
present in a sample based on their size. This information can be used to match 
fragments from different samples, as in DNA profiling, or to isolate a particular 
fragment for further use in another technique, such as DNA recombination and 
bacterial transformation. You ,vill learn about these techniques in Section 4.2. 

Gel electrophoresis 
Gel electropl1oresis is a teclmique for separating fragments of nucleic acids (DNA 
and RNA) or to study protein molecules. In this section, onl)1 DNA fragments will 
be considered. When an electric current is applied to the gel, the negatively charged 
pieces of DNA move througl1 the gel to\vards the positive terminal. Small DNA 
molecules move faster than large ones, causing them to separate based on their size. 

Gel electrophoresis is used to compare DNA fragments for a number of 
applications such as: 
• DNA screening, sucl1 as testing for inl1erited genetic conditions 
• confirming the correct gene has been amplified in PCR 
• identifying DNA fragments to be used for genetic engineering. 

The following steps and Figure 4.1.5 outline the process of gel electrophoresis: 
1 An electrophoresis gel is prepared. It has a jelly-like texture and is usually 

composed of agarose (a purified form of agar) . The gel is rectangular and 
contains small wells (holes) at one end. 

2 The gel is placed into a gel electrophoresis chamber with the wells situated at the 
negative terminal of the chamber. 

3 Each DNA sample is loaded into one of the wells \Vithin the gel. 
4 A DNA ladder containing DNA fragments of known lengths is also run on 

the gel for comparison with the samples. This allows the length of the sample 
DNA fragments to be estimated (Figure 4. 1.6) . A DNA ladder is also known as 
a molecular weigl1t standard or size standard. 

5 The gel is placed in an electrophoresis bath where it is co,,ered with a controlled 
pH solutio11 that contains ions to conduct an electric current. 

6 A power source is attached to the electrophoresis bath and switched on. The 
electrical current causes the negatively charged DNA fragments to migrate 
through the gel towards the positive terminal of the chamber. 

-

large fragment 

small fragment 

-· --- ----
- • • • 

DNA ladder largest fragment - ---

+ +' 

-----i► 

electrica l 
current 

smallest fragments 

-- -- --- ---- ----- ------
+ 

FIGURE 4.1.5 The process of gel electrophoresis, showing two DNA samples being loaded into wells 
and migration of the DNA fragments through the wells based on their size. The last well contains a 
DNA ladder for comparing and estimating the fragment length of the two DNA samples. 
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7 Smaller fragments move faster througl1 the gel> so they migrate further througl1 
the gel than larger fragments in a given period of time. This sorts the fragments 
by length. 

8 The DNA fragments are made ,risible by applying a stain that binds to DNA. 
This can be done vvith a fluorescent stain (vvhich may be included in the gel 
or added after) or with methyle11e blue stain (which is added after running the 
gel) . Fluorescent stains are vievved with ultraviolet light, while methylene blue 
staining can be visualised by eye. Bright-coloured bands are observed wherever 
there is DNA present in the gel (Figure 4.1. 7). 

molecular weight standard J I DNA samples 7 
(DNA ladder) size (bp) _ ll_ 2 I 3 _ L!._ 

1500\_ I D D D D I I l 
1000 I " 
900~ - ~- -
800~ : ~: = 
700---= : := 

600- - -
500 - -- -

200-r· -
100- L -

wells where DNA 
is inserted into 
in agarose gel 

FIGURE 4 .1.6 Gel electrophoresis allows a DNA fragment's length to be measured in base pairs (bp) 
by comparing it with the DNA ladder. Particular fragments can be identified and compared. 

I CASE STUDY I 

Surveillance of waterborne RNA viruses 
Poor sanitation and faecal contamination of the water supply with 
viruses, bacteria and protists is a major health problem in many 
regions globally. The World Health Organization (WHO) provides 
guidelines on water safety and promotes improved methods of 
monitoring microbial contamination in drinking water. Outbreaks 
of poliovirus and hepatitis A and E virus infections may be due to 
contaminated water. Traditional methods of identifying viruses, by 
growing them in ce lls, take several weeks and are not successful 
for al l viruses. Molecular methods such as PCR fo llowed by gel 
electrophoresis offer faster detection and the potential to detect 
multiple viruses in one analysis. Viruses such as poliovirus and 
hepatitis viruses have an RNA genome, so a technique called RT-PCR is 
used. First, reverse transcriptase (RT) is used to copy the viral RNA into 
DNA, and then the polymerase chain reaction (PCR) amplifies the DNA. 

1200 -
1000-
900 -
800 -

700 -

600-
500-

400 -

300-

200-

FIGURE 4 .1.7 A scientist cuts a sample from 
an electrophoresis gel stained to show DNA 
fragments as pink fluorescent bands. 

echovirus 
coxsackie virus 

poliovirus 

hepatitis A virus 

Primers specific for different viral genes are used in the PCR. 
Multiple sets of primers can sometimes be used in one PCR, allowing 
the detection of several viruses at once (Figure 4.1.8). If a virus is 
present in the water sample, its RNA wi ll be copied to DNA and 
amplified. The DNA resulting from the reaction can be visualised by 
the technique of gel electrophoresis. 

f"IGURE 4 .1.8 Gel electrophoresis resu lts obtained in 
water sampling studies. Amplified viral genes were 
detected as bands of the following size: hepatitis A 
virus, 589 bp; poliovirus, 671 bp; coxsackie virus, 
1084bp; echovirus, 1128 bp. 
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Cystic fibrosis 
Cystic fibrosis (CF) is an inherited 
disorder that affects the respiratory and 
digestive systems. It can significantly 
shorten the lifespan of people with 
t he condition. In a person with CF, 
the mucous glands secrete th ick, 
sticky mucus, which clogs the airways, 
leading to breathing difficulties, 
respiratory infections and lung damage. 
The mucus also affects the pancreas, 
inhibiting the release of important 
digestive enzymes, which causes a 
range of nutritional problems. There is 
currently no cure for CF, but the first 
treatment that targets the defective 
CFTR protein, rather than simply 
treating the symptoms, is now available 
for some individuals affected with CF 
in Australia. The medication improves 
the flow of chloride ions across plasma 
membranes, which decreases the 
thickness and stickiness of mucus. 

COMBINING MOLECULAR TOOLS TO DETECT MUTATIONS 
Mutations are usually discovered because of the effect theJ7 have on the individual 
carrying them. If an individual has the symptoms of cystic fibrosis (CF) then the 
sequence of the gene for CF can be analysed to detect mutations. The gene for 
CF is the cystic fibrosis transmembrane conductance regulator ( CFTR) gene. The 
CFTR gene codes for a large membrane protein of the same name, vvhich regulates 
chloride ion movement across plasma membranes. The CFTR gene is very large 
and many different mutations in this gene can cause disease. The most common 
mutation, called the ~F508 mutation, is a deletion of three base pairs, leading to 
deletion of the amino acid phenylalanine (phe) from position 508 of the protein. 
Families with a historJ' of CF maJr ~rish to undergo screening for this mutation and 
other common mutations known to cause CF. 

PCR and gel electropl1oresis can be used to detect tl1e tF508 mutant allele 
(gene variant) bJr: 
1 isolating DNA from the individual. The DNA can come from a mouth swab of 

an adult or fron1 the amniotic fluid surrounding an unborn child. 
2 using PCR primers tl1at are complementarJ7 to the DNA sequences on either 

side of the site of the ~F508 mutation to amplify the DNA. 
3 comparing the amplified DNA molecules by gel electropl1oresis. For a normal 

allele the amplified region is 98 base pairs long. In a ~F508 muta11t allele the 
amplified region is 95 base pairs long (Figure 4.1.9a) . A DNA ladder is run next 
to the samples to enable identification of the normal and mutant alleles based on 
their size (Figure 4.1. 9b) . 

a 

3' 

5' 

b 

primer 1 98 base pa ir segment 
of the normal CFTR gene 

- ------------- 98bp -------------

site of 3 bp 
ti.F508 deletion 

Track 1 Track 2 Track 3 

normal ti.F508 DNA 
ladder 

Size 
(number of 
base pairs) 

___ __ __ 100 
--- ----------------- --------- 98 ----- - --- - - -- -- 95 

------- 90 
--- --- - 80 
--- - - - - 70 
------- 60 
--- - --- 50 
--- - ---40 

------- 30 

------- 20 

--- - --- 10 

'\..._ __ ___, 

primer 2 

FIGURE 4.1.9 (a) PCR primers that span the site of the LlF508 mutation are chosen to test for the 
presence of the CF mutation. (b) Diagram of an electrophoresis gel showing PCR products of an 
individual carrying two copies of the normal allele of 98 bp (track 1) and an individual carrying two 
copies of the LlF508 mutation of 95 bp (track 2). The individual in Track 2 is affected with CF. 
The DNA ladder in track 3 allows the size of the bands in tracks 1 and 2 to be determined. 

5' 

3' 
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CASE STUDY ANALYSIS 

Identification of cystic fibrosis carriers 
A couple had a healthy daughter but their next chi ld, 
a boy, failed to grow as expected, had bowel problems, 
lung congestion and salty-tasting skin. These symptoms 
led to a diagnosis of cystic fibrosis (CF) (Figure 4.1 .lOa). 
The couple were not aware of the incidence of CF in their 
families, yet a genetic counsellor suggested that they 
might be carriers of an allele for the disease. To develop 
CF, you need two copies of the mutant alle le (that is, you 
need to be homozygous for the mutant allele). If you have 
one copy of the normal al lele and one copy of the mutant 
allele (a heterozygous carrier) you are healthy but able to 
pass the mutant allele to your children. There is a 25% 
chance of two carriers having an affected child. 

After their son's diagnosis, genetic testing was 
performed to determine his specific mutant alleles. 
Testing showed that he carried two 6F508 mutations 
(he was homozygous for this mutant allele). Following 
this the parents underwent carrier testing for the 6F508 
mutation to confirm their carrier status. When the couple 
fe ll pregnant with a third child they chose to have genetic 
tests for the unborn child to determine whether this child 

a 

parents 

ch ildren p 

b 

could develop CF. A DNA sample from the unborn chi ld 
was obtained from the amniotic fluid in the uterus and 
analysed by PCR and gel electrophoresis. The resu lts of 
the unborn baby's testing, along with the results of the 
parents, the affected son and the unaffected daughter, are 
shown in Figure 4.1.lOb. 

Analysis 
1 Using the gel electrophoresis resu lts in Figure 4.1.lOb, 

d.etermine: 

a the size of the mutant allele 
b the size of the normal allele 

2 The parents were confirmed as carriers of cystic 
fibrosis (CF) through genetic testing. Redraw the 
family pedigree chart, updating the symbols for the 
parents. 

3 Study the gel electrophoresis results in Figure 4.1.lOb 
and determine the CF status of the couple's unborn 
ch ild. 

4 Give your opinion on the social and ethical issues 
t hat may arise because of the unborn child's genetic 
result. 

Key 

D male- unaffected 

Q female-unaffected 

male with CF 

female with CF 

0 unborn child in pregnancy 

DNA 
ladder father mother daughter son unborn 

wel ls (_~) ( ___ ) ( ___ ) ( ___ ) ( ___ ) ( ___ ) 

100 -

95 -

90 -

FIGURE 4.1.10 (a) Pedigree chart showing the appearance of CF in the son of two unaffected 
parents. The first-born daughter is unaffected. The parents want to know whether the unborn child 
(sex unknown) carries the CFTR mutation. (b) Gel electrophoresis results for the DNA test for the 
L'.iF508 mutation 
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O Short tandem repeats (STRs) 
are stretches of DNA sequences, 
usually 2-6 base pairs that are 
repeated many times. The number of 
repetitions varies between individuals. 

DNA PROFILING 
DNA profiling is a technique that compares and identifies individuals based on 
their unique DNA sequence. DNA profiling can be used to identify one individual 
from any other individual. It is often used in forensics to identify the perpetrator 
of a cri1ne. DNA profiling can also be used to identify bodies after disasters or to 
confirm if a cliild is genetically related to a parent (Figure 4.1.11). 

Vl ·-Vl 
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mother child possible 
father 1 

possible 
father 2 

FIGURE 4.1.11 Family members share common bands in DNA profiles, although the combination of 
bands in each individual is unique. 

DNA profiling relies on an individual's unique DNA. The non-coding sections of 
the DNA (introns) can vary widely between individuals. These inherited variations 
are called polymorphisms. DNA profiling uses the differences between a number 
of polymorpliic sections to identify individuals. In particular, short, repeated 
sections of between nvo and six bases, called short tandem repeats (STRs) , are 
examined. STRs are also referred to as niicrosatellites. 

There are thousands of STR loci throughout the human genome a11d 20 STRs 
are generally used in DNA profiling. Tl1e same STR sequence occurs on each 
member of a homologous pair of chromosomes, and, by chance, the number of 
repeats in each STR may be the same or different (Figure 4.1 .1 2) . 1::.or example, 
at one location on a chron1osome a person might have 25 repeats, \Vl1ile another 
person niight l1ave 45 repeats at the sa1ne site. 
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FIGURE 4.1.12 Example of the variation that can be seen in the STRs in three individuals for two STR 
sites. As chromosomes occur as homologous pairs, each person has two copies of each STR, which 
may vary in length. The numbers refer to the number of repeats. 

BIOFILE 

The FBl's CODIS 
The 20 STR sites used in DNA profi ling are part of CODIS, a United States DNA 
database developed by the Federal Bureau of Investigation (FBI) in 1997. CODIS stands 
for Combined DNA Index System. Using 20 STRs gives an extremely high probability 
that the DNA profile is unique and that the only perfect match of all 20 DNA sites will 
be with DNA from the same person. DNA profiling also includes regions on the X and Y 
chromosome for sex determination. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X Y 

I I 

Chromosomal location of the 20 STR CODIS sites used for forensic DNA profiling. Note that 
there are two STR sites next to each other on chromosome 12. 
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Applications of DNA 
profiling 
DNA profiling is used for other 
applications such as genealogy, 
biogeographical population 
comparisons, historical population 
migration patterns and evolutionary 
relationships. For these purposes the 
DNA sequences used for comparisons 
include STRs (different sites from 
those used for crime scene analysis), 
mitochondrial DNA, Y chromosome 
genes and single nucleotide 
polymorphisms (SNPs). 

Techniques involved in DNA profiling 
DNA profiling is a sensitive technique that requires only a small or degraded 
amount of sample from blood, semen, saliva or hair. 
• DNA is extracted from the sample. 
• The DNA is digested into smaller fragments by specific restriction enzymes. 

(You will learn more about restriction enzymes in Section 4.2.) 
• The STRs are amplified using PCR, with specific primers for eacl1 STR. This 

produces a much larger sample to test. 
• Differences in the size of the STRs can be detected by standard gel electrophoresis 

or by capillary electrophoresis. Capillary electrophoresis is a rapid, automated 
system \¥hereby the DNA fragments move in a tl1in tube under the influence of 
an electric field. The smaller the size of the fragment, the faster it moves through 
the capillary tube. As each fragment moves through the tube, a laser detector 
registers a peak on a graph. As there are t\¥0 copies of each STR- one on each 
ho1nologous (paired) chromosome-most STRs appear as a pair of peaks on 
the graph. If the same number of repeats is on each chromosome, only a single 
peak is seen (Figure 4.1.13). 
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FIGURE 4.1.13 DNA profile of a male. Ten different regions (n ine different STRs and the sex 
chromosome markers) have been analysed. The first two peaks (circled in red) show th is person has 
14 repeats and 16 repeats of that STR on that homologous pair of chromosomes, while the last peak 
(circled in blue) indicates 12 repeats of that STR on each homologous chromosome. 

• A DNA profile is produced from the STR analysis. DNA fragments from 
samples collected from the crime scene are compared with the DNA of a 
s11spect or suspects. 

• The DNA sample is matched to that of a suspect if the lengths of tl1e particular 
STRs at all sites are the same. 
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• If the lengtl1s of 20 STRs from two DNA samples match perfectly, the chance 
that the two samples are from different people is hundreds of billions to one. 
Most recently, DNA profiles l1ave been used to ide11tify key features of an 

individual's appearance. The presence of alleles for eye, skin and hair colour allows 
investigators to narrow down the list of suspects. Occasionally the suspect's ancestry 
can also be determined. This is a developing field of science and the anal)7sis may 
not yet be reliable. 

I CASE STUDY I 

Tsar rediscovered using DNA 
In July 1918, Tsar Nicholas II of 
Russia, the Tsarina Alexandra, 
their five children-Olga, Tatyana, 
Maria, Anastasia and Alexis 
(Figure 4.1 .14)-three female 
servants and the royal physician 
were executed by a Bolshevik firing 
squad in the town of Ekaterinburg. 
Historical accounts indicate that two 
of the children's bodies were burned, 
although others claim that Anastasia 
escaped execution. The remaining 
bodies were thrown into a shallow 
grave and sulfuric acid was poured 
over them. 

In 1991, two amateur historians, 
Gely Ryabov and Alexander Avdonin, 
discovered nine skeletons in a grave 
near Ekaterinburg. The remains were 
tested to find out whether they came 
from the Tsar and his family. DNA 
extracted from bone tissue samples 
was amplified by PCR. The first step 
in the analysis was to identify the 

--
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sex of the skeletons. This was done 
using PCR of a gene that is found on 
the Y chromosome. This indicated 
that there were two males and seven 
females. 

FIGURE 4.1.14 Tsar Nicholas II of Russia with his wife, Tsarina Alexandra , and their five children 
in 1913 

Using DNA profiling of the bone 
samples, it was possible to conclude 
with certainty that five of the 
skeletons were those of two parents 
and their three daughters. But these 
could have been the remains of 
any family. To establish the identity 
of the bones, comparison to the 
DNA from a related person was 

needed. The evidence came when 
the DNA profiles of the skeletons 
were compared with those generated 

from known relatives of the Tsar 
(George, brother of Nicholas II, 
whose remains were exhumed from 
a crypt in St Petersburg) and Tsarina 
(Prince Philip, husband of Queen 
Elizabeth II). 

The presence of common bands in 

the DNA profiles of the five bodies, 
Prince Phi lip and George indicated 

that all of the individuals were 
relatives. Indeed, it was estimated that 
the probabi lity that the bones found 
in Ekaterinburg are the remains of the 
Tsar and his family is approximately 
99999 out of 100000. 
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Implications and issues 
related to DNA profiling 
Privacy is a contentious issue 
related to DNA profiling. In Victoria, 

DNA samples cannot be obtained 
from a person unless they give their 
permission. They can, however, 

be ordered to do so if there is 
strong evidence that they may 
have committed the crime under 
investigation and if the DNA profile 
could help to confirm or deny their 
guilt. These DNA samples must be 
destroyed if the person is not guilty 
or is not charged. However, in some 
countries, the DNA may be kept for 
up to 10 years. This has enabled 
the identification of criminals 
who have committed crimes in 
unsolved cases that occurred before 
DNA profiling technology was 
developed. It has also resulted in 
the exoneration of people who have 
been wrongly accused. 

Some people are in favour of 
the creation of a 'bank' of DNA 
samples, provided by everyone in 
the community, which could be 
used to solve crimes and perhaps 
trace the remains of unidentified 
missing persons. Opponents of a 
DNA 'bank' argue that there would 
be potential for these samples to be 
stolen or used unethically. 

I CASE STUDY I 

Freeing the innocent 
DNA profiling has been used to incriminate perpetrators, but has also been 
used to prove the innocence of suspects or the wrongly accused. In 1987, 
DNA profiling was used in a case for the first time to help free an innocent 
man and identify the perpetrator. 

Alec Jeffreys, who pioneered the technique, was asked to test semen 
samples found on two 15-year-old victims who were raped and murdered 
three years apart and compare it to a 17-year-old male, Richard Buckland, 
who they believed was responsible for both murders. Buckland, who had 
learning difficulties, had some knowledge of the murder of the second victim, 
and had later confessed to the second murder. The police had wanted to 
convict him of the first murder, though he refused to plead guilty to this. 
Through DNA profiling, Alec Jeffreys confirmed that the two girls were 
murdered by the same man but it was not Buckland. Buckland was released 
from custody and another man was convicted of the crimes. 

FIGURE 4.1.15 The Idaho Innocence Project uses DNA technology to free people wrongly 
convicted of crimes. 

Greg Hampikian, a biology and criminal justice expert at Boise State 
University, founded the Idaho Innocence Project. Hampikian works with 
police and defence lawyers around the world to free innocent people 
wrongly convicted of crimes by using new DNA profiling technology or 
exposing errors with existing technology. One such case Hampikian worked 
on involved an error in police DNA sampling (Figure 4.1 .15) that caused 
two innocent people to be jailed. Hampikian reviewed the DNA sampling 
procedures and found many errors, including one where an item of clothing 
containing a DNA sample was not collected until 46 days after the crime, 
and was passed around to several police investigators before being placed 
in a different position at the crime scene for photographing, allowing ample 
time for contamination of the sample. Hampikian also found samples from 
the same crime scene that were not tested by forensics teams because the 
quantity of the sample was smaller than what the FBI deemed 'valid for 
testing'. In fact, as Hampikian discovered, the samples were sufficient in 
quantity and quality to provide valid DNA evidence. 
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I CASE STUDY I 

DNA barcodes 
A DNA barcode is a short sequence of nucleotides 
that uniquely identifies a species. It is obtained by 
using the polymerase chain reaction (PCR) and DNA 
sequencing (Figure 4.1.16). Sequences are submitted 
to online databases such as BOLD, the Barcode of Life 
Database, or other simi lar databases. There are global 
DNA barcoding projects underway to catalogue all of life, 
including bees, butterflies, mosquitoes, fungi, mammals 
and plants. Scientists and non-scientists alike can access 
these sequences for research. 

To compare and identify species, you need a gene 
sequence that is present in all organisms but differs 
slightly between different groups or species. For 
eukaryotes, the mitochondrial gene COl (cytochrome 
oxidase subunit 1) is often used. Genes in plant plastids 
help to further identify plant species. For bacteria, a gene 
for ribosomal RNA can be used. 

Examples of barcoding projects include: 

• identifying species and measu ring diversity; for 
example, barcoding organisms of the Great Barrier 
Reef, CSIRO scientists barcoding Austra lian fish 

. 
species 

• tracking pathogenic and non-pathogenic bacteria l 
populations 

• authenticating food-ls it shark and chips? Is the beef 
burger rea lly a horse burger? 

• monitoring wild life crime, such as illegal trade in 
protected and endangered species 

• investigat ing ecology and evolution; for example, seed 

identificat ion and seed banking of Australian Acacia 
(watt le) genus for conservation and restoration of 
biodivers ity. 

FIGURE 4.1.16 Process of obtaining a DNA barcode 

ws 
7 
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4.1 Review 

SUMMARY 

• DNA is often found or extracted in trace amounts and 
requires amplification to produce a sample that is 
large enough for scientists to work with. 

• DNA amplification uses the polymerase chain 
reaction (PCR) to rapidly increase identical copies of 
the target DNA. 

• Polymerases are enzymes that catalyse the formation 
of long-chain molecules (polymers), such as DNA 
and RNA, by linking smaller molecules (nucleotides). 

- Taq polymerase is a heat-resistant DNA polymerase 
often used in PCR to synthesise multiple copies of 
the target DNA. 

- RNA polymerases synthesise RNA from DNA during 
transcript ion. 

KEY QUESTIONS 

Knowledge and understanding 
1 Which one or more of the following would be a suitable 

target DNA for PCR? 
A a single gene 

B a genome 

C a short variable region with in a chromosome 

D a m icrosate ll ite 

E a whole chromosome 

2 a Describe the function of a polymerase enzyme in 
ce lls and state their function. 

b Name two types of polymerase enzyme used in 
ce lls and state their function. 

3 a Identify the function of the enzyme called reverse 
tra nscri ptase. 

b When is reverse transcriptase used in biomolecular 
techniques? 

4 a Explain what is meant by amplifying a piece of DNA. 
b What do the letters PCR stand for? 

c Draw a simple, labelled flow diagram to summarise 
the key steps in the process of PCR. 

d i Describe the role of the enzyme Taq polymerase. 

ii Why does Taq polymerase have to be heat 
resistant? 

e If you started a PCR reaction with one DNA 
molecule, determine how many molecules you 
would have after: 
i 3 cycles of ampl ification 

ii 32 cycles of amplification 

OA 
✓✓ 

• The PCR mixture is added to a test tube and the test 
tube is placed in a thermocycler. The thermocycler 
alters the temperature in pre-programmed stages to 
enable a three-step process to be carried out: 

- denatu ration 

- annealing 

- extension. 

• Gel electrophoresis is a technique that separates 
fragments of negatively charged DNA by length. 

• DNA profiling compares variable short tandem repeat 
(STR) regions of t he genome for identification of 
ind ividuals. 

5 a What is gel electrophoresis? 

b Outline how this technique revea ls data about the 
DNA fragments being tested. 

6 A DNA ladder is used in gel electrophoresis. Explain 
the purpose of a DNA ladder. 

7 a Explain how DNA profiling can be used to help 
determ ine the guilt or innocence of a murder 
suspect found with bloodstains on their clothes. 

b Explain why a sample may need to be tested in 
more than one laboratory. 

8 Explain if DNA profiling can discriminate between: 

a a twin brother and sister 
b identical twins. 

~-------------------------------------------------------------------------------------------------a 
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Analysis 
9 You have a single-stranded RNA molecule with the 

sequence 3'-AAUUGCGCA-5'. If you place it in a test 
tube with nucleotides and reverse transcriptase, 
identify the sequence that will be made on the 
complementary strand. 

10 Gel electrophoresis was conducted with a DNA ladder 
(standard) and two DNA samples (A and B). The 
diagram illustrates the resulting gel. 

sample 

r::::st=a n=d=a r=d::--:::==A==::---:::==B==:::1® 
wells (..__ __ ) (..__ __ ) (..__ __ ) 

I 

2 ~~~-----_J 
@ 

a Explain the difference between the DNA fragments 
labelled 1 and 2. 

b El and E2 represent the electrodes. Which one is 
the positive electrode? 

c Explain why the DNA m igrates through the gel from 
El to E2 when an electric current is applied. 

d How many DNA fragments are in: 

i the standard (DNA ladder) 

ii sample A 

iii sample B 
e You have been given information about the DNA 

ladder. The sizes of the fragments are 600, 500, 
400, 300, 200 and 100 bp. What are the sizes of 
the fragments in samples A and B? 

11 The following diagram represents STR regions of 
DNA used to identify a person who died in a natural 
d isaster. Three people who were looking for a missing 
sib ling submitted DNA for comparison. 

person 1 ~ 

un identified~ 
person ).!4 

a What is an STR? 

STR1 STR2 STR3 

b List the steps involved in creating a DNA profile 
using STR analysis. 

c The following illustration represents the DNA profile 
from the STR analysis. Which person is most likely 
to be the sib ling of the unidentif ied person? Explain 
your answer. 

wells - (..__ __ ) ( ___ ) ( ___ ) ( ___ ) 

I 

I 

I 
I 
I 
I 

I 
I 
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FIGURE 4.2.1 (a) Illustration representing a 
recombinant plasmid, showing the gene of 
interest (orange) combined with the plasmid 
DNA (purple). (b) Computer model showing the 
restriction enzyme Eco RI (grey) cutting a DNA 
strand (blue and pink) 

O Bacteriophages are viruses that 
infect bacteria. 

O The base-pairing ability of sticky 
ends allows DNA from very different 
species to ligate Uoin), forming 
recombinant DNA molecules. 

O DNA is universal to life on Earth, 
with the same structured molecule 
found in all cells. This means DNA 
from different species can be 
combined. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

4.2 Bacterial transformation 
Plasmids are small, circular DNA molecules found i11 bacterial cells. They are often 
used as vectors (carriers) when scientists move target DNA from one organism 
to anotl1er. Genes can be inserted into plasmids, which can then be incorporated 
into bacterial cells in a process knov.rn as bacterial transformation. The inserted 
gene can then be replicated through the self-replicating properties of the plasmid 
inside the bacterial cells, with the gene expressing the protein for vvhich it codes. In 
tl1js \:vay target proteins can be mass-produced, such as the human insuJjn protein 
for use by diabetics. 

In trus sectio.n, you will learn how restriction enzymes (endonucleases) and 
ligases are 11sed to create recombinant DNA (Figt1re 4.2.1) , using plasmids as 
vectors. You will also learn how these plasmids are then incorporated into bacterial 
cells for replication. 

RESTRICTION ENZYMES (ENDONUCLEASES) 
DNA molecules are far too long for biologists to work with in their entirety. The 
disco\rer)' and isolation of restriction enzymes, also kno\:vn as endonucleases, 
has enabled scientists to cut DNA into smaller, more usable fragments and isolate 
particular regions of interest, such as a single gene. 

Restriction enzymes are a large group of enzymes that occur naturally in 
bacteria. They form part of a bacterial cell's defence system, targeting foreign 
DNA tl1at may enter the cell, such as the DNA of bacteriophages. The restriction 
enzymes cut up foreign DNA into smaller fragme11ts, destroying it and preve11ting 
it from replicating. Bacterial cells use a blocking process (methylation) to prevent 
the restriction enzymes from binding and cutting their own DNA. 

Each restriction enzyme targets a specific sequence of nucleotides, usually 
four to six base pairs in length. This sequence is called a recognition site. Every 
time a restriction enzyme passes its recognition site, it breaks the pl1osphodiester 
backbone once on each DNA strand. As a result, the DNA molecule is cut up into 
fragments of different lengths. 

Types of restriction enzymes 
There are two types of restriction enzyme, which cut DNA differently: 
• sticky-end restriction enzymes 
• blunt-end restriction enzymes. 

Sticky-end restriction enzymes 

Sticky-end restriction enzymes lea\re DNA fragments with overhanging 
ends. They cut the DNA backbone at a different location on each strand witlun 
tl1e recognition site (Figure 4.2.2). This results in a staggered c11t, leaving two 
fragments with exposed bases or 'sticky ends' . The exposed bases are then able to 
form complementary base pairs through hydrogen bonding with nucleotides of 
other DNA molecules that ha\re complementary sticky ends. 

EcoRI is an example of a sticky-end restriction enzyme extracted from E. coli. 
It cuts tl1e recognition site GAATTC between the G and A nucleotides on each 
strand. The sequence on one strand is GMTTC and on the complementary 
strand it is CTTMG, the same sequence when read back.v.rards. This is called a 
palindromic sequence. EcoRI cuts at the different G and A location on each 
strand, so sticky end fragments are produced. 
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restr iction 
enzyme EcoRI cuts 
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I 
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FIGURE 4.2.2 The sticky-end restriction enzyme EcoRI cuts the DNA between the G and the A of its 
specific recognition site, GAATTC, creating fragments of DNA with sticky ends. 

Blunt-end restriction enzy,nes 
Blunt-end restriction enzymes leave clean-cut ends by cutting the sugar
phosphate backbone on both strands of the DNA molecule at the same locatio11 
within the recognition site (Figure 4.2.3) . 

HaeIII is an example of a blunt-end restriction enzyme, w.hich is extracted from 
the bacterium Haemophilus aegyptius. It cuts the recognition site GGCC between 
the G and C nucleotides. These two bases are in the exact same location on either 
stra11d of the DNA molecule, resulting in a straight cut through both stands that 
leaves tvvo fragments with blunt ends. 

recognition site 

I I I 

I 

restriction 
enzyme Haelll cuts 

blunt 
end 

FIGURE 4.2.3 The blunt-end restriction enzyme Hae I 11 cuts the DNA between the G and the C of its 
specific recognition site, GGCC, creating fragments of DNA with blunt ends. 

BIOFILE 

Naming restriction enzymes 
Th.e first three letters of the name of a 
restriction enzyme identify the bacterial 
species from which they were isolated. 
The fourth letter refers to the particular 
strain of bacteria. A roman numeral 
is also included if more than one 
restriction enzyme has been isolated 
from this bacterial strain. For example, 
the restriction enzyme EcoRI comes 
from £. coli strain RY13, and was the 
first restrict ion enzyme isolated from 
that stra in of£. coli. 
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O Haemoglobin is a protein made from 
four polypept ide chains, two alpha 
(a) globin and two beta (~) globin 
polypeptides, each with an iron
containing haem group t hat binds 
oxygen. 

Identifying polymorphisms and mutations 
Small variations in DNA sequences (called polymorphisms) occur within a 
population. To be considered a polymorphism rather than a mutation, the least 
common allele has to l1ave a freque11cy of 1 % or more in a populatio11. 

A mutation may change an allele to a new variant, different from the other alleles 
in a population. For example, individuals with sickle-cell anaemia have a mutation 
in the B-globin gene. B-globin is a polypeptide component of haemoglobin, the 
oxygen carrying protein in your red blood cells. 

A common mutation occurring in the B-globin gene is a single base change from 
A to T, resttlting in a single amino acid substitution in the protein- a missense 
mutation (Figure 4.2.4). This changes the structure of the B-globin polypeptide, 
causing haemoglobin to clump, and reduces the amount of oxygen carried. The red 
blood cells take on a sickle shape that tends to clog and rupture the capillaries. 

c Normal d Sickle-cell anaemic 

double-stranded 
DNA molecule (lower GTG CAC CTT ACT CCT GAG GAG 
strand is transcribed) CAC GTG GAA TGA GGA CTC CTC 

GTG CAC CTT ACT CCT GTG GAG ... 
CAC GTG GAA TOA GOA CAC C TC 

mRNA base 
sequence 

amino acid 

TRANSCRIPTION i 
GUO CAC CUU ACU 

TRANSLATION i 
CCU GAG GAG .. . 

TRANSCRIPTION i 
GUG CAC CUU ACU 

TRANSLATION i 
CCU GUG GAG 

sequence val his leu thr pro glu glu val hi.s leu thr pro val glu 

FIGURE 4.2.4 Viewed under the electron microscope there are obvious differences between the 
(a) normal and (b) sickle-shaped red blood cell. Under each image, expression of the (c) normal and 
(d) mutated genetic code is compared. 

Molecular tools are used to identify individuals carrying the mutation that 
causes sickle-shaped red blood cells. By chance, the mutation occurs at a restriction 
enzyme site. The base change eliminates the recognition site for Mstll (Figure 
4.2.Sa) . To detect the mutatio.n, DNA is extracted from individuals, the region of 
DNA containing the recognition site for MstII is amplified by PCR, and then the 
PCR products are incubated with the MstII restriction enzyme. The normal allele 
,,vill be cut at the Mstll recognition site. Tl1e mutant allele will not be cut. The 
difference in the size of the DNA fragments is identified by gel electrophoresis 
(Figure 4.2.Sb) . 
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a Mstll site 400 base pair 
present in normal allele segment of the 

primer 1 absent in sickle-cell allele p-globin gene 

I \, 
300 base pairs ------ -- 100 base pairs 

35'' ~_.._....._._,___._..._.__,__._..._...____.__~._.___._..__,,_.._....._._,__._...._.__,__._..._..._.._....._._,___._l,: 53 '' : II 11111111 II 11111111 ·: 

b Track 1 

normal 

Track 2 

sickle cel l 

Track 3 

DNA 
ladder 

--- ------- ---
--- -- --- - -------------- ----

primer 2 

Size 
(number of 
base pairs) 

- - - - 1000 
- - - - 900 
- - - - 800 
- - - - 700 

- - - - 600 
- - - - 500 

- - - - 400 

- - - - 300 

--- -- ---- 200 

--- --------------------- --- - - - - - - 100 

FIGURE 4.2.5 (a) A portion of the ~-globin gene with pri mers either side of a 400 bp region. An Mstl l 
recognition site is present in the normal allele, resulting in fragments of 300 and 100 bp when the 
PCR product is cut with the Mstll restriction enzyme. The Mstll recognition site is missing in the 
sickle-cell allele so the PCR product is not cut. (b) Diagram of an electrophoresis gel showing DNA 
fragments from two individuals. The DNA ladder in Track 3 is used to determine the sizes of the Track 
1 and 2 bands and identify which individual has the normal al lele (Track 1) and which individual has 
the sickle-cell allele (Track 2). 

LIGASES 
Ligases are a group of enzymes that join fragments of DNA or RNA in a process 
called ligation. There are two different groups of ligases: 
• DNA ligases 
• RNA ligases 

The role of DNA ligase in a cell is to join segments of newly replicated DNA 
and repair breaks in DNA molecules. 

Assuming tl1ey were cut ,vith the same restriction enz)rmes, DNA ligase can join 
DNA fragments extracted from different organisms or different species, as DNA 
has a universally consistent 1nolecular strucmre. Under laboratory conditions, 
depending on the characteristics of the DNA ends to be joined (sticky or blu11t 
ends), the conditions of the ligation reaction (e.g. incubation time and temperamre) 
need to be adjusted to ensure efficient DNA ligation is achieved. 

O Ligases join two DNA fragments 
and create a phosphodiester bond 
between them. 
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AATTC 
CTTAA 

\ I 
AATTC 

gap in 
sugar-phosphate 

backbone 

FIGURE 4.2.6 Two sticky-end DNA fragments 
come together by complementary base pairing, 
and then DNA ligase (shown as blue circles) 
permanently links the sugar- phosphate 
backbone. 

0 A clone is a genetically identical 
copy of a gene, cell or organism. 
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Plasmids 
In Chapter 3 you learnt about the 
structure of DNA and chromosomes. 
In eukaryotic cells, DNA forms 
long, linear chromosomal strands 
containing thousands of genes. In most 
prokaryotic cells, DNA forms a single 
double-stranded circular chromosome. 

In addition to the circular chromosome, 
bacterial cells also contain smal l 
circular pieces of double-stranded 
DNA called plasmids. Plasmids 
replicate independently of the main 
chromosome. As bacterial cel ls do not 
have a nucleus, both chromosomal and 
plasmid DNA are located in the cytosol. 

bacterial 
chromosome DNA 

plasmid 
DNA 

Bacterial cells contain a single, circular DNA 
chromosome (brown) and small rings of 
double-stranded DNA called plasmids (red). 

Ligation of sticky-end fragments 
Ligation to join sticky-end fragments is specific because the exposed bases of sticky
end fragments first bind by complementary base pairing. Complementary bases 
are attracted by weak hydrogen bonds tl1at hold tl1em together. After tlus, the ligase 
joins the fragments (Figure 4.2.6) by creating a phosphodiester bond between the 
3' OH end and 5' phosphate end of the adjoining nucleotides. This technique makes 
recombina11t DNA and is used in processes such as gene cloning. 

Ligation of blunt-end fragments 
Unlike ligation of sticky-end fragments, ligation of blunt-end fragments is random. 
Any two fragments can join if they come in contact and the DNA ligase joins them. 
For tlus reason, blunt end fragments are more difficult to use in DNA manipulation 
processes that require the joining of specific fragments. However, sometimes blunt 
ends are unavoidable. For instance, a blunt-end enzyme might be the only t)1pe 
available to cut out the target gene without damaging the gene itself. Using DNA 
ligase, scientists are able to attach short, linking DNA fragments onto blunt-end 
D NA to create sticky ends. 

RECOMBINANT DNA 
When DNA from two different species is joined together, the resulting molecule 
is called recombinant DNA. Scientists create recombinant DNA to clone (make 
multiple copies of) a particular gene. Following this step, they may also produce 
large quantities of the protein expressed by the cloned gene. For example, an 
insulin-coding gene may be cloned and then incorporated into bacteria to produce 
large quantities of the protein insulin to be used as treatment for diabetes. 

Insulin from animals 
Insulin was previous]), extracted from the pancreas of other animals, such as 
pigs and cattle, for the treatment of type 1 diabetes. Trus was an expensive and 
time-consuming m ethod tl1-at also involved the risk of an allergic reaction to the 
foreign molecule and potential for contracting diseases. Porcine (pig) and bovine 
(cattle) insulin are similar, but not identical, to human insulin. Their biological 
activity is not as effective as hun1an insulin, so it is preferable to use the hun1an 
hormone. Recombinant human insulin became available for treatment in the 1980s 
(Figt,1re 4.2. 7). 

FIGURE 4.2.7 Man giving himself an injection of insulin 
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Using plasmids as vectors 
When scientists create recombinant human insulin, they often use a bacterial 
plasmid as the vector. T l1ey insert target DNA, in this case the gene required 
to produce insulin, tl1e INS gene, into the plasmid, producing a recombinant 
plasmid. The plasmid is then placed in a bacterial cell, where the self-replicating 
system of the plasmid and cell replicates the plasmid genes. Each bacterial cell 
containing the plasmid will express the protein products of the plasmid genes, 
including those of the introduced target DNA (in this case, insulin) . 

Plasmids are used as vectors when creating recombinant DNA for the following 
reasons: 
• Their small size makes them easy to manipulate in a laboratory. 
• Plasmids carry a range of restriction enz1rme sites. A plasmid containing the 

appropriate recognition sites can be chosen to suit your needs. For example, if 
the gene of interest was cut from a chromosome vvith EcoRI, you ,vould use a 
plasmid vvith a single EcoRI site. 

• Recombinant plasmids self-replicate independently once they are placed inside 
a l1ost bacterial cell and at a faster rate tl1an their bacterial host>s chromosomal 
DNA. Tlus is of vital in1portance i11 the efficient manufacture of large quantities 
of insulin and other proteins. 
To e11able the identification of cells that have incorporated tl1e recombinant 

plasmid, the plasmids used as vectors must have particular characteristics including: 
• an antibiotic-resistance gene 
• a reporter gene that can be easily identified- such as a gene that produces 

coloured or fluorescent proteins. 
One example is a plasmid containing the lacZ gene (Figure 4.2.8). Restriction 

enzyme sites for inserting tl1e gene of interest are located ,vi thin the lacZ gene. If the 
gene insertion is successful it will disrupt the lacZ gene. T he use of this process in 
bacterial selection will be discussed later in this section. The plasmid also contains 
tl1e a11tibiotic resistance gene ampR, which encodes resistance to ampicillin. 

ampR 

"' · or, 

lacl 

Hindlll 
-BamHI 
.- EcoRI 

FIGURE 4.2.8 An example of a plasmid used for recombinant DNA and bacterial transformation 
showing the gene for ampicil lin resistance (ampR), the origin of replication (ori) and the lacZ gene. 
Sites for three restriction enzymes lie within the lacZ gene. 

O A recombinant plasmid is a plasmid 
containing a foreign gene that has 
been inserted using restriction 
enzymes and DNA ligase. 
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Green fluorescent protein 
(GFP) 
Green fluorescent protein (GFP) is a 
protein from jellyfish. The GFP gene 
can be inserted into plasmids to be 
used in bacterial transformation. The 
transformed bacterial cells express the 
green fluorescent protein and fluoresce 
green under UV light. 

Reporter genes are attached to 
the gene under investigation and 
provide visual evidence when the 
gene of interest is expressed, since 
they are expressed alongside it. The 
GFP gene is a reporter gene. Other 
reporter genes express luciferase, an 
enzyme from fireflies that produces a 
yellow fluorescent protein, and a red 
fluorescent protein from a coral. 

Transformed bacterial colonies can be 
identified as they contain the GFP gene and 
fluoresce under UV light. 
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O A reporter gene is a gene that 
allows detection of gene expression 
in genetic engineering, such as genes 
for lacl and fluorescent proteins. 

Creating recombinant DNA 
1,he process of creating a recombinant plasmid is outlined below and in Figure 
4.2.9: 
1 The target DNA, in this case the gene responsible for producing insulin (the 

INS gene), is cut out using a sticky-end restriction enzyme and then isolated. 
2 The bacterial plasmid is cut by the same restriction enzyme. The plasmid and 

the target DNA now have tl1e same sticky ends with exposed bases that are 
complementary to each otl1er. 

3 The INS gene and plasmids are placed together. Some plasmids will simply 
close back up (k11own as 11on-recon1binant plasmids), ,vhile other plasmids v,1ill 
incorporate the INS gene by complementary base pairing (known as recombinant 
plasmids). Reporter genes are necessary to distinguisl1 recombinant plasmids 
from non-recombinant plasmids. 

4 DNA ligase is added to rejoin the sugar- phosphate backbone of the DNA. 

bacterial 
plasmid 

recognition site 

3' 
DNA A 1 isolated target DNA (INS gene) 

2 restriction enzyme 
cuts the plasmid 
DNA 

5' 3' llllf'1 I A61, 
3' 

5' 

IAAJJc~ · 
~~ 
sticky 5' 

5' 

end 

3 desired DNA cut with the 
same restriction enzyme 

3' 

' 5' 
AT 
TAA 

5' 3' 

4 DNA ligase permanently 
joins the fragment and 
the plasmid 

5' 
■- ■-
- · ■ 

3' 

5' 

3' 

3' recombinant DNA molecule 5' 

recombinant 
plasmid 

FIGURE 4.2.9 A recombinant plasmid is created by joining a target DNA 
fragment (the INS gene) and a plasmid that have both been cut with the 
same sticky-end restriction enzyme. They are joined using DNA ligase. 

5' 
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Complementary DNA 
1o produce a eukaryotic protein, such as insulin, in a prokaryotic cell (i.e. bacterial 
cell), complementary DNA (cDNA) is used as the target DNA. cDNA is DNA 
tl1at l1as been copied from n1ature mRNA and contains only exons. cDNA is 
synthesised using the reverse transcriptase enzyme. 

Reverse transcriptase 
In Section 4. 1, you learnt that reverse transcriptase is an enzyme with the ability to 
make cDNA from mRNA (Figure 4.2.10). This is useful because mature mRNA 
has already had the introns spliced out. Prokaryotic cells are unable to splice out 
introns. Re\rerse transcriptase allows the synthesis of DNA from mature mRNA in 
a test tube (in vitro). 

DNA in 
eukaryotic 
chromosome 

primary 
transcript RNA 

exon intron exon 
I 

mature mRNA 

reverse transcription step 

mRNA 

cDNA 

DNA 
polymerase 

intron exon 

l transcription 

l RNA processing (remove introns) 

/ 

reverse transcriptase enzyme 

___,..._ / mature mRNA 

~cDNA copy of mRNA 

double-stranded cDNA 

FIGURE 4.2.10 Process of creating cDNA from mRNA using a reverse tra nscriptase enzyme. Once 
the strand of cDNA is produced, DNA polymerase is used to make the cDNA double stranded. 

O Exons are the coding regions of 
DNA, while introns are non-coding 
regions. 
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When cDNA is inserted into a plasmid) which in turn is then incorporated into a 
bacterial cell, the protein encoded by this cDNA ,:vill be expressed (Figure 4.2. 11). 
This method is now commonly used to produce vast quantities of therapeutic 
proteins including human insulin, growtl1 hormone a11d cytokines. 

mRNA 
plasmid vectors 

reverse transcription --- ~~ 
by reverse transcriptase 

DNA polymerase copies cDNA 
(amplified by PCR) 

sticky ends 

""' --
digestion with 
restriction enzyme 

/ 
single-stranded cDNA 

digestion 
with restriction 
enzyme 

\ 
sticky ends __,;;,-

/ ------~, 

ligation 

0 
insertion 
into E.coli 

protein 
production 

cut plasmids 
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FIGURE 4.2.11 cDNA is used as target DNA to create a eukaryotic protein product with in a bacterial 
cell. The cDNA is treated to create sticky ends so that it can be inserted into a plasmid, creating a 
recombinant plasmid. This plasmid is then incorporated into a bacterial cell, which expresses the 
protein product. 

Regulatory genes in recombinant DNA 
Regulatory genes may be included in plasmids for the purpose of controlling the 
expression of the target gene that is inserted into the plasmid. The regulatory gene is 
turned on by an inducer molecule, for example a sugar such as lactose or arabinose) 
or by metal ions such as iron, copper or zinc. Once the regulator is transcribed, the 
target gene can be transcribed and translated. Inducers are important in regulating 
gene expression, particularly vvhen tl1e aim of the recombinant DNA technology is 
protein production, and when a gene is being expressed and studied in plant and 
anin1al models. 
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TRANSFORMING BACTERIAL CELLS 
Cells that have had foreig11 DNA incorporated into them l1ave undergone bacterial 
transformation and are said to be 'transformed'. For example, when a foreign 
plasmid is incorporated into a bacterial cell, the bacterial cell is then 'transformed' 
because it can express a new gene and therefore has a 11ew characteristic. This 
process is also known as genetic transformation and it can be both natural and 
artificial. 

Natural transformation of bacterial cells 
Bacterial cells exchange genetic material naturally through several metl1ods. This 
is how an organism that reproduces asexuall)1 ( e.g. b)' binar)' fission) can evolve 
and spread antibiotic resistance. Bacterial competence refers to the ability 
of a bacterial cell to alter its genome by talting in DNA from otl1er cells or the 
e11vironment. Antibiotic resistance genes can be taken in from other bacterial 
cells. Since antibiotic resistance in disease-causing bacteria is of urgent interest to 
scientists and tl1e general public, bacterial competence is an important and grovving 
area of research. 

Artificial transformation of bacterial cells 
Two methods of artificial bacterial transformation are used: .heat shock and 
electroporation. 
• Heat shock involves placing bacterial cells and a mixture of recombinant and 

non-recombinant plasmids in an ice-cold solution containing calcium ions and 
then rapidly increasing the temperature to disrupt the plasma membrane of the 
bacterial cells. The plasmids can then penetrate the plasma membrane and enter 
the bacteria. 

• In electroporation, the bacterial cells and a mixture of recombinant and no.n
recombinant plasmids are st1bjected to an electrical current that alters the 
plasma membrane. Again, the plasmids are then able to enter the bacteria. 
Very fevv of the bacterial cells will be transformed with recombinant plasmids. 

So1ne will take up the non-recombinant plasmids (plasmids without the target 
DNA) and others will not be transformed at all or will die from the heat shock 
or electroporation treatment (Figure 4.2.1 2). Even a small number of successful 
transformations is enough to grow a culture or population from. 

recognition 
site 

ampR 
gene 

lacl 
gene 

origin of 
~ :,>'"---replication 

(or,) 

plasmid 
cloning 
vector 

plasmid cloning vectors cut with a restriction 
enzyme to proauce sticky ends 

resealed plasmid cloning vector 
with no inserted DNA fragment - .. ► "' 

non-recombinant 

FIGURE 4 .2.12 The process of bacterial 
transformation involves creating recombinant 
plasmids and then inserting them into bacterial 
cells. Some will successfu lly take up the 
recombinant plasmid but others will either 
contain a non-recombinant plasmid or no 
plasmid at all. 

gene of 
interest 

plasmid transformed 

.. inserted DNA fragment with 
gene of interest 

target DNA cut with same restriction 
enzyme as the plasmids 

bacteria 

.. .. 
recombinant plasmid 

no plasmid 

chromosomal DNA 
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O Bacteria require nutrients, such as 
nitrogen, carbohydrates and salt, 
to grow. Agar is the solid medium 
on which bacteria are grown (or 
cultured) . The combination of agar 
and nutrients is called nutrient agar. 

BIOFILE 

The /acZ gene and X-gal 
The lacZ gene is one of the genes in 
the bacterial lac operon. It codes for 
the enzyme B-galactosidase, which 
breaks down lactose into glucose and 
galactose. The lacZ gene is removed 
from the lac operon and inserted into 
plasmids to act as a reporter gene in 
recombinant DNA technology. 

X-gal is a colourless synthetic 
compound with a very s1milar structure 
to lactose, so it fits in the active site of 
B-galactosidase and is broken down, 
releasing a blue reaction product. 
Using agar plates containing X-gal is an 
easy way to see whether cells produce 
B-galactosidase. 

Growth of transformed bacteria on agar 
plates containing ampicill in and X-gal. 
Bacteria with the non-recombinant plasmid 
appear blue because the /acZ gene is 
expressed. Bacteria with the recon1binant 
plasmid appear white. 

ws 
6 

Selection and screening of transformed bacteria 
When determining which bacterial cells have been transformed vvith recombinant 
plasmids containing target DNA, the characteristics of the plasmid vectors 
described on page 153 become important. Recall from tl1e earlier example (Figure 
4.2.8 on page 153) that the plasmid vector contains other genes, including a gene 
for antibiotic resistance (in this example, ampicillin resistance) and a reporter gene 
that results in a particular phenotype, sucl1 as a coloured product. 

Selection of transformed bacteria 

To determine which of the bacterial cells have been transformed with the gene for 
antibiotic resistance, the bacteria are grown on nutrient agar plates that contain 
an antibiotic (in tl1is case, ampicillin) a11d are i11cubated at 37°C, the optimum 
temperature for the bacteria to reproduce and form colonies. The only bacteria to 
survive will be those that have taken up the plasmid, whether it is a recombinant 
or non-recombinant plasmid. These bacteria have the ampicillin resistance (ampR) 
gene. All other bacteria ,;vill be killed. 

Screening for bacteria transformed with recombinant plasmids 

In this example, the plasmid also carries the lacZ gene, v.rhich codes for an enzyme 
that breaks down an indicator called X-gal, resulting in a blue product. Bacteria 
carrying the non-recombinant plasmid vvith an intact and functioning lacZ gene 
produce blue colonies on agar plates. If the target DNA has been successfully 
inserted ,;vithin the lacZ gene, expression is disrupted and the enz1rme coded by this 
reporter gene is not produced. Therefore, bacteria transformed vvith recombinant 
plasmids appear as white colonies (Figure 4.2.13). 

Bacteria transformed with the recombinant plasmids are then taken from the 
agar plate and cultured ,;vith nutrients in order for them to replicate and produce 
the protein (e.g. insulin) encoded by the target DNA. 

/acl gene 

plate of growth medium containing 
ampicill in {an antibiotic) and X-gal 

bacteria not 
transformed 
with a plasmid 

Selection: 

- Non-transformed bacteria do not have 
the ampR gene so cannot grow on 
medium containing ampicillin. 

Transformed bacteria (those that have taken up the plasmid) 
have the ampRgene so can grow on medium containing ampicillin. 

bacteria 
transformed with 
non-recombinant 
plasmid 

Screening: 

ampRgene target DNA 

Blue colonies contain bacteria with 
non-recombinant plasmids. The /acl 
gene is intact in these bacteria so they 
are able to break down X-gal and 
produce a blue product. 

bacteria transformed 
with recombinant .. 
plasmid 

White colonies contain bacteria with 
recombinant plasmids. The target DNA 
has been inserted into the plasmid, 
disrupting the expression of the /acZ 
gene. These bacteria are not able to 
break down X-gal and so appear white. 

FIGURE 4 .2.13 Selection and screening of bacterial cells to identify wh ich cells have been 
transformed (contain a plasmid), and then which colon ies contain recombinant plasmids with the 
target DNA and which contain non-recombinant plasn1ids 
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CASE STUDY ANALYSIS 

Recombinant human erythropoietin 
Red blood cell production is essential for 
maintaining oxygen homeostasis. A drop in 
oxygen supply to tissues (hypoxia) normally 
triggers the release of the protein erythropoietin 
(also known as EPO) from the kidneys. EPO 
promotes red blood cell production in the bone 
marrow to restore the oxygen-carrying capacity 
of blood and the delivery of oxygen to tissues 
(Figure 4.2.14). In chronic kidney disease, not 
enough EPO is made by the kidneys, resulting 
in low red blood cell counts and anaemia. 

Recombinant human EPO for the medical 
treatment of this disease is produced in 
cu ltured mammalian cells. A copy of the human 
EPO gene is inserted into a plasmid which is 
introduced into mammalian host cells. EPO 
is a glycoprotein and must have the correct 
carbohydrates attached to the protein chain 
to function properly. Bacteria cannot do this, 
so mammalian cells must be used for making 
the recombinant protein (Figure 4.2. 15). 
Recombinant EPO has also been developed for 
veterinary use, such as recombinant feline EPO 
for cats with chronic kidney disease. 

Because EPO promotes red blood cell 
production and oxygen-carrying capacity, it has 
been used by athletes seeking an advantage. 
EPO has been at the centre of sports doping 
scandals in recent years, particularly in 
endurance sports such as cycling, long-distance 
running and triathlon. It has also been used in 
horse racing. The World Anti-Doping Agency 
(WADA) works with drug testing laboratories to 
develop and validate tests that can distinguish 
between EPO produced naturally in the athlete 
and pharmaceutical EPO. 

Analysis 
1 Referring to Figure 4.2.14, how does normal 

kidney function compare with kidney 
function in chronic kidney disease, with 
respect to erythropoietin and oxygen levels? 

2 Examine the text and identify the advantage 
of using cultured mammalian cells as 
opposed to cultured bacterial cells in 
the production of recombinant human 
erythropoietin. 

3 Using Figure 4.2.14 as a reference, deduce 
what the effect of kidney disease might be 
on the body. 

0 , -carrying 
ability of blood 
increases 

homeostasis: normal blood oxygen levels 

enhanced 
erythropoiesis 
increases 
red blood cell 
count 

erythropoietin 
stimulates red 
bone marrow 

stimulus: 
hypoxia (low 
blood 0 , -carrying 
ability) -

kidney releases 
erythropoietin 

FIGURE 4.2.14 Erythropoietin is a protein released mainly by the kidney to maintain 
oxygen homeostasis. It promotes red blood cell production (erythropoiesis) in the 
bone marrow. 

a 
human recombinant production of therapy for anaemia and 

erythropoietin gene plasmid human EPO protein chronic kidney failure 

----o ·•-~ 
r gene for 

human EPO 
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in culture 

FIGURE 4 .2.15 (a) Recombinant human 
erythropoietin is produced in cultured mammalian 
cells. It is used to treat anaemia and chronic kidney 
disease. (b) The brand Aranesp®, for exan1ple, is used 
to treat severe anaemia caused by chemotherapy 
and chronic kidney failure. 
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PROTEIN PRODUCTS OF RECOMBINANT DNA 
Recombinant proteins are produced by introduci11g recombinant DNA into 
bacteria or eukaryotic cells and allowi11g them to synthesise the protein. The main 
types of proteins produced by this technology are hormones, cytokines, enzymes 
and vaccines for human therapeutic purposes. Tl1erapeutic examples i11clude 
epidermal growth factor used in the treatment of burns to improve the survival of 
sltin grafts, interleultin-2 used in cancer treatment, antibodies for immunotherapy, 
vaccines against a number of viruses and to make insulin for the treatment of 
diabetes. This is much safer and more effective than using proteins purified from 
other organisms, such as insulin from pigs and growtl1 hormone from human 
pituitary glands, as was done in the past. Industrial examples include enzy1nes 
such as amylase, lipase, protease and cellulase used in food processing, the textile 
industry and as detergent additi,,es. 

Issues and implications surrounding recombinant DNA technologies 
All technologies impact on people's lives and social structures. Social implications may affect people's 
financial position, lifestyle and reproductive decisions. Biological implications relate to the organisms 
used in and affected by the technology, its safety and short-term or lasting changes to human biology. 
Phi losophical, moral and religious issues are also part of the impacts of biotechnologies. 

Some of the implications, both negative and positive, of gene technologies for making therapeutic 
recombinant proteins are listed in the figure below. 

• reduced costs of therapeutics made with bacteria 

social implications 
• wider access to treatments 
• employment opportunities in the biotechnology industry 
• misuse for non-therapeutic purposes, e.g. performance-enhancing drugs 

• human recombinant proteins more effective than proteins purified 
from other animals 

biological implications • less chance of an allergic reaction 
• risk of contamination by bacteria l molecules 
• new, safer vaccines possible 

• use of bacteria for therapeutics addresses ph ilosophical, cu ltural or 

ethical implications 
religious objections to animal use 

• manipu lation or shifting of genes may be seen as unethical, regardless 
of purpose 

Implications of recombinant DNA technology and recombinant protein production 
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I CASE STUDY I 

Natural transformers 
Bacterial transformation is used in crop biotechnology 
to transfer genes into plants and thus introduce a 
desirable trait. Plants transformed in this way are called 
transgenic. The bacterium Agrobacterium tumefaciens is 
commonly used as it has the ability to infect plant tissue 
and incorporate specific parts of its plasmid into the host 
plant's DNA. 

The study and use of A. tumefaciens has a long history. 
This common soil bacterium was identified as the cause 
of the tumours of crown gall disease over 100 years ago. 
A plasmid that can move from the bacterium into plant 
cells was later identified as the key agent. This is a natural 
transformation of plant cells by a bacterial plasmid. The 
plasmid in A. tumefaciens is called the Ti or tumour
inducing plasmid (Figure 4.2.16). It has genes that direct 
the movement of the plasmid from bacterium into plant 
cells and for insertion into the chromosomes of the plant. 
It also has genes for growth-promoting plant hormones 
that cause the tumours. 

This plasmid is used for genetic engineering. The genes 
that cause tumour growth are removed, while the genes 
that ensure transfer from bacterium to plant cell remain. 
A foreign gene inserted into this plasmid can then be 
transferred into plant cells. (Figure 4.2.l 7a). A. tumefaciens 

inserts a section of its plasmid (containing the desired 
gene) into the plant cell, which is then incorporated into 
the plant cell DNA. This plant tissue is cultured (Figure 
4.2.l 7b) to create a transgenic plant that expresses the 
foreign gene. Genes for traits such as insect resistance, 
herbicide resistance, and tolerance to salinity and frost are 
all being used in crop biotechnology. 

In Australia, transgenic cotton is created using bacterial 
transformation to confer insect resistance. You will learn 
more about the production of transgenic plants such as 
wheat in Section 4.3. 

T-DNA region 

virulence . Ti plasmid 
region 

replicator 

RB 

. 

conjugative 
transfer 

opine 
catabolism 

FIGURE 4.2.16 Ti plasmid from Agrobacterium tumefaciens. The T-DNA 
region carries the genes that cause tumours in crown gall disease. 
This region is removed and replaced with a foreign gene, making a 
recombinant plasmid. 

FIGURE 4.2.17 (a) Plant material is exposed to Agrobacterium to 
allow transfer of recombinant plasmid from bacteria to plant cells. 
(b) The plants carrying the new gene are cultured and selected in the 
laboratory before release for field testing of the new characteristics 
acquired by gene transfer. 
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4.2 Review 

SUMMARY 

• Restriction enzymes (endonucleases) are enzymes 
that cut DNA at particular recognition sites. 

- Sticky-end restriction enzymes leave fragments 
with overhanging ends that have exposed bases. 

- Blunt-end restriction enzymes cut DNA to leave 
flat-ended fragments. 

• DNA and RNA ligase enzymes permanently join 
fragments of DNA or RNA together in a process 
called ligation. 

• Plasmids are small, circular pieces of double
stranded DNA found in bacterial cells. They replicate 
independently of the bacteria's chromosomal DNA. 

• Recombinant plasmids have had target DNA 
inserted into them. The same sticky-end or blunt-end 
restriction enzyme is used to cut both the targeted 
gene and the plasmid, and then DNA ligase is used to 
permanently join the two together. 

• Plasmids with antibiotic resistance are often used 
to enable identification of bacterial transformation, 

KEY QUESTIONS 

Knowledge and understanding 
1 a Restriction enzymes (endonucleases) are a basic 

molecular tool in gene technology. What is a 
restriction enzyme and what can it do? 

b Describe the difference between sticky ends and 
blunt ends produced by restriction enzymes. 

2 Define the following terms and give an example of 
each: 

a gene cloning 
b recombinant DNA 

3 What is a plasmid? Describe the role played by 
plasmids in gene cloning. 

4 Outline the purpose of DNA ligase in recombinant DNA 
technology. 

5 a Explain what is meant by genetic transformation. 

b List three protein products manufactured using 
genetic transformation and outline their importance 
in medicine or agriculture. 

6 Give two features of a plasmid that are important for 
identifying ce lls containing a recombinant plasmid. 

7 Describe how antibiotics are used to select 
transformed bacteria. 

8 Draw a table listing a positive and a negative aspect 
of recombinant DNA technology for making human 
proteins. Include social, ethical and biological issues. 

OA 
✓✓ 

as only bacterial cells containing these plasmids 
will survive when grown in cultures containing the 
antibiotic. 

• A reporter gene produces an identifiable phenotype, 
such as a coloured product or fluorescence, to 
identify transformed bacteria l cells. 

• There are three steps in bacterial transformation: 

- Gene uptake: Bacterial cells are induced to take up 
the recombinant plasmids either by heat shock or 
electroporation methods. 

- Selection of transformed bacteria: The bacteria are 
grown in the presence of an antibiotic. Bacterial 
cells that have been transformed wi ll survive, as 
the gene for antibiotic resistance is located in the 
plasmid. 

- Identification of transformed colonies: Transformed 
bacteria containing recombinant plasmids are 
identified by the reporter gene in the recombinant 
plasmid. 

Analysis 
9 Three restriction enzymes and their recognition sites 

are illustrated below. 

Aatll 

5' GACGTC 
3' CTGCAG 

t 

Assl 

5' AGTACT 
3' TCATGA 

t 
Consider the DNA sequence below. 

Axyl i 
5' CCTAAGG 
3' GGATTCC 

t 

5' AGT AGT ACT GAC GCC TAA GGA GTA CTG 3' 

TCA TCA TGA CTG CGG ATT CCT CAT GAC 

How many pieces would it be cut into if it was mixed 
with: 

a Aatll only 

b Assl only 

c all three restriction enzymes 

10 Draw a f low diagram outlin ing the different techniques 
and processes involved in insulin production. Use 
diagrams where possible to assist your explanations. 

~----------------------------------------------------------------------------------------4 
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4.3 Genetically modified and 
transgenic organisms 
Humans have used selective breeding to produce animals and plants v.rith more 
useful or more attractive characteristics for tens of thousands of years. Animals 
or plants that expressed the desired characteristics vvere chosen and selectively 
bred, in the hope that their offspring would inherit these characteristics. In the 
past, selective breeding could only utilise characteristics that already existed in 
the gene pool of a species. We now have the knovvledge and skills to use DNA 
manipulation techniq11es to alter the genetic material of an organism (Figure 4.3.1). 
This technology could provide many benefits, but it may also lead to questions 
about vvhether its impacts are biologically, socially or ethically acceptable. 

GENE EDITING WITH CRISPR-Cas9 
Organisms ma)' have their genome modified by directed mutation (mutagenesis) or 
by newer technologies called gene editing. An exan1ple of gene editing technology 
is a new technique called CRISPR-Cas9, which can cut DNA at specific locations. 
CRISI->R stands for 'cl11stered regt1larly interspaced short palindromic repeats', 
which means segments of DNA with short repetitive sequences that are interspersed 
with unique DNA sequences. 

Function of CRISPR-Cas9 in bacteria 
CRISPR arrays consist of fragments of viral DNA that the bacterium has captured 
from invading viruses. If the same virus attacks again, the bacterium 11ses the 
CRISPR arrays to transcribe RNA sequences that are complementary to the virus's 
DNA sequences. The RNA sequences target the virus's DNA and cut it using 
endonuclease enzymes, disabling the virus. Tl1e enzyme that cuts the viral DNA is 
a CRISPR-associated protein called Cas9. 

Application of CRISPR-Cas9 in editing genomes 
The CRISPR-Cas9 system can be used to edit eukaryotic genes by combining the 
Cas9 enzyme \Vith guide RNA (gRNA). Scientists artificially create the gRNA, 
\Vhich consists of a short length of genetic code that is complementary to tl1e target 
DNA sequence. T he gRNA guides the Cas9 enzyme to the target site and the 
enzyme cuts the DNA (Figure 4.3.2). Researchers can then use the eukaryotic 
cell's own DNA repair mechanisms to alter tl1e DNA, either by repairing base 
pair deletions or insertions that are knovvn mutations, or by inserting new DNA 
sequences. 

target sequence -
DNA 

guide 
RNA 

✓ 

Cas9 

- -

FIGURE 4 .3.1 Genetically rnoditied cotton on 
the left shows its insect resistance compared to 
the non-modified cotton on the right, which has 
been ravaged by insects. 

mutation 

.. / 

guide RNA binds 
to target sequence 

Cas9 enzyme binds 
to guide RNA 

Cas9 enzyme cuts 
both st rands of DNA 

the cut is repaired 
introducing mutation 

FIGURE 4.3.2 The CRISPR- Cas9 editing tool 

CHAPTER 4 I DNA MANIPULATION TECHNIQUES AND APPLICATIONS 163 



--
PA 
4 

O Genetically modified organisms 
(GMOs) have had their genetic 
material (DNA) altered in some way. 

O Transgenic organisms have had 
genes from another species inserted 
into their genetic material (DNA). 

FIGURE 4.3.3 Transgenic salmon have been 
cleared for human consumption in the USA. 

Research \Vith CRISPR-Cas9 in humans has already started with cancer genes 
and editing genes in embryos. 

The current understanding of the Cas9-gRNA system is limited.The success rate 
for the number of genes or cells edited is not well kno\:vn. Also, recent developments 
have shown that not everJ' position in the gRNA needs to match the target DNA, 
resulting in off-target (unintended) sites bei11g edited. Currently, research regarding 
CRISPR-Cas9 efficiency is inconclusive.1,here is a wide range of success rates for 
three different genes (13% to 43%), and success rates in producing transgenic mice 
embryos range from 2% to 88%. 

The use of CRISPR-Cas9 to edit the genome in gerrnline cells (eggs or sperm) 
raises bioethical concerns. If genetic modification occurs in embryos, not all the cells 
may carry the edited copy of the gene, but any changes made to eggs or sperm will 
affect all the cells in the embryo that develops after fertilisation . Any changes made 
\:vill be passed on from generation to generation. Currently, the use of reproductive 
cells for CRISPR-Cas9 studies is illegal in most countries but patent rights to the 
technique are being contested by several companies. 

Most of the gRNA sequences currently being tested are only around 20 
nucleotides long. Such a short sequence is lil,ely to exist somev.rhere else in the 
genome that is unrelated to the target site. This means crucial areas of other 
genes may also be uni11tentionally edited. The risks currently associated \:vith the 
technology mea.n that it \\7ill be many years before CRISPR-Cas9 will be routinely 
used in humans. 

GENETICALLY MODIFIED AND TRANSGENIC ORGANISMS 
IN AGRICULTURE 
Over the last few decades, techniques were developed that allowed for tl1e 
alteration of an organism's genome and for the transfer of genes from one 
organism to another. Organisms that have had their genetic material altered are 
know11 as genetically modified organisms (GMOs) . Because the DNA 
code is universal, almost any gene transferred from one organism to another 
will express the protein that it expressed in the original organism. This means 
tl1at a desirable characteristic seen in one a11imal or plant could be transferred to 
another organism lacking this characteristic. Transgenic organisms are GMOs 
that have had a gene from another species inserted into their genome. The gene 
that came from another species is called a transgene. Transgenic organisms 
can be used in agriculture to increase crop productivity and provide resistance 
to disease. 

Genetically modified animals 
In agriculture, transgenic cows and sheep are used for improved fertility, meat 
production, milk quality and Jrield, and vvool quality and J'ield. The use of genetically 
modified (GM) farm animals has not expanded to the extent it has for GM 
plants, perhaps because of detrimental effects of some modifications in animals. 
For example, genes that promote growth may also cause altered skeletal growth, 
arthritis, and heart and l,idney problems. 

To date, GM anin1als are not approved for human consumption in Australia. In 
20 15, the United States government allowed genetically modified Atlantic salmon 
(Figure 4.3.3) to be used for human consumption. A gene from another salmon 
species, along vvitl1 a promoter sequence from a fish called a pout, means that the 
transgenic salmon eat all through the year, not just vvhen the v.rater temperature is 
\\rarm. This increases the growth rates of these fish dramatically and means they 
are ready for harvest much sooner than non-modified Atlantic salmon. The eggs 
of the GM salmon are treated to create infertile adult fish (99% of the adults are 
reported to be sterile), reducing the chances of interbreeding with wild salmon if 
tl1ey escape from their pens. This is the first genetically modified animal of any type 
to be cleared for human consumption in the USA. 
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CASE STUDY ANALYSIS 

GM mosquitoes 
Genetically modified mosquitoes are being used for 

disease control. Some mosqu ito species are vectors of 

disease-causing viruses or protozoa. Mosquitoes of the 

Aedes genus are vectors for severa l disease-causing 

viruses, including the yellow fever virus, the dengue 

virus and the Zika virus. A biotechnology company has 

developed genetically modified mosquitoes that carry 

a dominant lethal gene for the purpose of reducing the 

population of mosquitoes carrying the viruses. 

Males carrying the lethal gene are released into the wi ld, 

where t hey mate with normal 'wild type' females and pass 

the lethal gene on to their offspring. The offspring d ie as 

larvae. The DNA used to make the genetically modified 

mosquitoes also has a reporter gene for red fluorescent 

protein, enabling scientists to easily identify the adults and 

larvae carrying the lethal gene (Figure 4.3.4). 

Field tria ls using genetically modified Aedes aegypti, 
t he vector of dengue virus, have been conducted in the 

Cayman Islands, Brazi l and Panama, where dengue fever 
is a widespread and serious health problem. The recent 

outbreaks and rapid spread of Zika virus, which is also 

t ransmitted by Aedes mosquitoes, has prom pted tria ls of 

these genetically modified mosquitoes in areas of Brazil 

affected by outbreaks of Zika virus. 

Another approach to mosquito contro l is the re lease 

of sterile insects. Mosquitoes of the Anopheles genus 

transmit the malaria parasite Plasmodium. Male Anopheles 
mosquitoes have been genetically modified with genes 

expressed in the testes that cause the males to be unable 

to make sperm, so they are sterile. Female Anopheles 
mosquitoes mate only once, so mating with a sterile 

male limits population growth. The genes causing the 

sterility are linked to a reporter gene for green fluorescent 

protein for easy identification of the genetically modified 
insects (Figure 4.3.5). The aim of the research is t o reduce 

the populations of mosquitoes that carry and transmit 

Plasmodium sp. and thus reduce the incidence of malaria, 

a serious health problem in many developing countries. 

Analysis 
1 What are the advantages and d isadvantages of using 

this genetic approach to controlling insect vector 
populations? 

2 Suggest alternative strategies to the use of transgenic 
mosquitoes to com bat the spread of malaria. Do you 
think t hat these wou ld be as effective and safe as 
transgenic organisms? 

FIGURE 4 .3.4 The gene for red fluorescent protein has been linked 
to a lethal gene to enable researchers to identify genetically modified 
mosquitoes. 

FIGURE 4.3.5 Internal reproductive organs of a genetically modified 
male Anopheles gambiae mosquito. The testes (T), where sperm 
cells develop, are fluorescent green due to the expression of a green 
fluorescent protein (GFP) that is linked to the genes causing steril ity. 
The male accessory glands (M) that produce seminal secretions are 
not expressing GFP. 
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Genetically modified plants 
GM crops are used in agriculture to increase crop productivity, provide resistance 
to insect predation and prevent disease. Several GM crops have been developed or 
are grown i11 Australia. For example, insect-resistant GM cotton l1as been gro~rn 
since 1996, and herbicide-tolerant GM canola was approved for commercial 
production in Victoria in 2008. In Australia, the Office of the Gene Technology 
Regulator (OGTR) assesses all GM a11irnals or plants before research, agricultural 
or commercial use. 

Techniques for producing transgenic plants 
Transferring a gene into plant cells can be limited by the presence of the cell wall. 
The introduction of foreign genes into plants is usually done by using a biological 
vector. One method utilises Agrobacteriurn tit1nefaciens, a soil bacterium that is able to 
naturally transfer a plasmid into plant cells (Figure 4.3.6). Agrobacteriitm normally 
causes cro,vn gall disease because it carries a plasmid with genes that cause the 
growth of a tumour. A recombinant plasmid (the vector) , carrying a desired gene 
from a different species but lacking the tumour-inducing genes, is introduced into 
Agrobacterium cells. When the transformed Agrobacterium is cultured with plant 
cells, the recombinant plasmid is transferred into the plant cells. T hese transformed 
plant cells are then grown in tissue culture into new plants for transplanting into the 
field as a transgenic crop (Figure 4. 3. 7). 

co-culture of transformed 
Agrobacterium with 
isolated plant cells 
(pieces of plant t issue 
can also be used) 

, • 
-

, 

' ' 

nutrient agar 

" - . . . . 

transformed plant 
cells grow into 

a mass of 
undifferent iated 
cel ls known as 

a cal lus 

callus t issue 
yields healthy 
plantlets with 
new traits 

/ 
recombinant plasmid 
introduced 

transformed 
plant cell 

plasmid with 
tumour genes 
already removed 

into Agrobacterium 
FlGURE 4.3.6 Use of Agrobacterium tumefaciens in gene clon ing and the 
production of genetica lly modified and transgenic plants. Relative sizes of the 
plasmid, bacterium and plant cell are not to scale. 

FIGURE 4.3.7 Plant cells carrying the 
new gene are grown in tissue culture and 
selected in the laboratory for field testing 
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Increased crop productivity-salt tolerant wheat 
Soil salinity is a major problem for Australian agriculture. A high level of sodium 
salts in the soil leads to osmotic water loss from roots and other tissues in wl1ich salt 
accumulates. Cells are stressed due to the altered ratios of sodium and potassium 
ions in cells. Salt-tolerant plants protect themselves from the effects of salinity by 
preventing sodium entry into cells, storing the salt in the vacuole, or pumping the 
sodium out of the cells. Molecular biologists have found the genes that control these 
features of salt-tolerant plants. 

To increase crop productivity, Australian scientists from the University of 
Adelaide introduced a gene from a salt-tolerant Australian native plant into vvheat 
plants. This greatly improved the grain yield of vvheat grovvn on salty soils without 
affecting grain yield in normal soil (Figure 4.3.8). The salt-tolerant gene codes for 
a protein that removes sodium from tl1e leaves, allowing water to move normally 
from the roots to tl1e leaves. This increases the geographical range that can be used 
for vvheat production in Australia and other countries facing salinity problems, 
which is becoming increasingly important as the global population grovvs. 

Disease resistance 
In Ireland in the 1840s the introduction of a plant pathogen, Phytophthora injestans, 
resulted in the Irisl1 potato famine, in which 1 million people died and 1.5 million 
people emigrated. Tl1e pathoge11 causes late blight in potato and tomato crops and 
is still a major problem, despite first being documented almost 180 years ago. It has 
been controlled vvith some success through the use of fungicides, but still causes 
significant financial loss. Researchers in the United Kingdom identified a gene 
for resistance to the disease in American black nightshade (a wild relative of the 
potato). The researchers were able to successfully insert the gene into potatoes, 
creating resistance to late blight in the genetically modified potato crop without the 
need for ft1ngicides. 

BIOFILE 

Pharming for spider silk 
Some farm animals are being used 
for the production of therapeutic 
proteins, such as antibodies that 
are difficult to make in bacteria 
and cu ltured cells. This process 
has been referred to as 'pharming' 
(combining the words 'farming' and 
'pharmaceutical'). The products are 
released into blood or milk and they 
can be readily extracted from there. 

Spider silk protein (figure at right) 
is an example of a potentially useful 
product made in transgenic goats. 
The gene for spider 'dragline' silk 
has been put into the genome of 
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Spider silk is strong and flexible and has many 
potential applications. Transgenic goats have been 
bred to produce spider silk protein in their milk. 

goats, along with regulatory genes, so that it is expressed in the milk. Spider silk is of 
great interest for its extraordinary strength and flexibility. Potential applications include 
a biopolymer for artificial ligaments and tendons, bandages, biodegradable bottles and 
tough bulletproof clothing. 

FIGURE 4.3.8 Australian scientists have 
produced wheat plants that can grow in salty 
soil. 
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Bt cotton 
Cotton is a plant that attracts many insect pests. To protect the cotton 
crops, they are sprayed with insecticides up to four times before the 
crop is harvested. This high use of insecticides impacts the populations 
of both harmful and beneficial insects, and of the animals that feed on 
them. Insecticides may also have an impact on human health. In addition, 
insecticides are expensive. 

Bt cotton is a transgenic crop that has been modified to contain two 
genes from the soil bacterium Bacillus thuringiensis. Expression of these 
genes produces proteins in the cotton plant that kill the main caterpillar 
pest of cotton by disrupting its digestive system. In Australia, almost all 
cotton grown is Bt cotton and this has reduced the use of pesticides 
dramatically. This decreases the environmental impacts of pesticides and 
reduces costs for farmers. Australian regulators have reported no adverse 
effects over 15 years of Bt cotton use in Austra lia. Cotton seed oil extracted 
from Bt cotton can be sold without GM labelling as the extraction processes 
separate the oi l from the plant's proteins and nucleic acids, therefore the oil 
does not have any GM components. 

BIOFILE 

Issues and implications surrounding GMOs 
GMOs are controversial for various reasons. Debates surrounding their biological, 
social and ethical impl ications are common in the scientific and general media. Whi le 
the technology has many potential benefits, there is also the uncertainty and risk that 
comes with any developing technology. 

The figure below summarises some common social, biological and ethical implications 
arising out of the use of genetically modified and transgenic organisms. 

• increased food supply, nutrit ional content and food quality 
• expanded range for growth of agricultural species 

social • access to the technology: social equality/inequa lity 
implications 

.. 
• labelling and consumer choice 
• patents and pricing: control of access by biotechnology companies 
• costs to farmers 

• safety of consuming GMOs 
• cross-pollination between GM plants and wild plants 

biological .. • cross-pollination between GM and non-GM crops 
implications • viability of transgenic organisms in the wild 

• health of GMOs 
• loss of genetic diversity in species used in agriculture 

ethical 
• violation of animal rights 
• human self-interest overrides ethical treatment of other organisms 

implications 
• intervention in evolutionary process 

Summary of issues arising from the use of genetically modified and transgenic organisms 
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4.3 Review 
' 

SUMMARY 
' 

• CRISPR stands for 'clustered regularly interspaced 
short palindromic repeats'. In bacteria, CRISPR 
arrays consist of fragments of vira l DNA that the 
bacterium has captured from invading viruses. 

• CRISPR-Cas9 is used by bacteria to target an 
invading virus's DNA and cut it using endonuclease 
enzymes, disabling the virus. The enzyme that cuts 
the viral DNA is a CRISPR-associated protein called 
Cas9. 

• The CRISPR-Cas9 system can be used to edit 

eukaryotic genes by combini ng the Cas9 enzyme 
with guide RNA (gRNA) to cut DNA at specif ic 

locations. The eukaryotic cell's own DNA repair 
mechanisms can then be used to alter the DNA, 
either by repairing mutations, or by inserting new 

DNA sequences. 

• Organisms that have had their genetic material 
altered are known as genetically modified organisms 
(GMOs). 

KEY QUESTIONS 

Knowledge and understanding 
1 Which Austra lian regulatory body oversees the 

development, use and commercial or medical 
introduction of genetically modified organisms? 

2 a What does genetic modification of an organism mean? 
b Describe a successfu l applicat ion of genet ic 

modification in agriculture in recent years. 

3 

4 

a 

c Describe a genetically modified organism and 
compare it to a transgenic organism. 

Describe how genetic modification can be useful as a 
tool to fight vector-borne disease, such as a disease 
carried and transmitted by an insect vector. 

The following diagram ill ustrates two model organisms 
used in research and the molecular procedures being 
used to alter a genetic characteristic. State whether 
the resulting organism is genetically modified, transgenic 
or both. 

cancer stem cells b 

plasmid trans 

<=v-gene editing 
to sn ip out 
genes driving 
cell division 

Agrobacterium 

plasmid with 
gene for 
aluminium 
tolerance 
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• Transgenic organisms are GMOs that have had a 
gene from a different species inserted into their 
genome. 

• Genetically modified and transgenic animals are 
used in research, disease control, medicine and 
biomolecule production. 

• Agrobacterium tumefaciens and plasmid transfer is 
an established method of t ransferring genes into 
plant cells. 

• Genetically modified and transgenic plants are used 
in agriculture to provide varieties that resist insect 
attack, are herbicide resistant or have improved 
yield or nutritional content. 

• A range of biological, social and ethical issues arise 
from the application of GMOs. 

5 In your notebook, draw up a table like the one 
below to identify what you consider to be the key 
issues surrounding the use of genetica lly modified 
organisms. List the points in categories that you 
consider to be positive or negative aspects of the 
technology. 

I Pros/Positives I Cons/Negatives 

social 

biological 

eth ical 

6 From the cases described in this section, identify 
one example of: 

a a genetic modification that leads to a reduced 
environmental impact 

b a modification that has potential commercial 
opportunity for increased production or a new 
product 

c a modification that impacts on both the viability 
of an an imal and the benefit to human health 

Analysis 
7 Explain why using guide RNA sequences (gRNA) 

that are 20 bases long for the CRISPR-Cas9 
technique is problematic. Consider a solution. 

8 Consider the implications of using transgenic 
animals and suggest why this technology may be 
opposed by some religious or cultural groups. 

~------------------------------------------------------ - ---------- - ------ - --- - ----------- 4 
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Chapter review 

I KEY TERMS I 
alle le 
anneal 
bacterial competence 
bacterial transformation 
bacteriophage 
blunt-end restriction 

enzyme 
complementary DNA 

(cDNA) 
CRISPR-Cas9 
DNA amplification 
DNA ladder 
DNA ligase 
DNA polymerase 
DNA profiling 

DNA sequencing 
DNA thermocycler 
endonuclease 
gel electrophoresis 
gene cloning 
gene editing 
genetic transformation 
genetically modified 

organism (GMO) 
guide RNA (gRNA) 
inducer 
/acZ gene 
ligase 
ligation 
m icrosatel I ite 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 Indicate which step in the process of PCR best 

describes annealing. 

A binding the primers 

B adding the polymerase 

C separating the DNA strands 

D building the complementary DNA strands 

2 What is reverse transcriptase used to make? 

3 A cloned organism: 

A increases biodiversity 

B is an identical copy of its parent 

C can only be a plant 

D all of the above 

A B 

palindromic sequence 
plasmid 
polymerase 
polymerase chain 

reaction (PCR) 
polymorphism 
primer 
recognition site 
recombinant DNA 
recombinant plasmid 
regulatory gene 
reporter gene 
restriction enzyme 
reverse transcriptase 
RNA ligase 

OA 
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RNA polymerase 
short tandem repeat 

(STR) 
sticky-end restriction 

enzyme 
Taq polymerase 
target DNA 
transgene 
transgenic organism 
vector 

4 The fruit fly, Drosophila melanogaster, is commonly 
used for genetic research. One particular mutation 
results in the deletion of a section of DNA 200 bp 
long from one particular gene. The gene was extracted 
from a fly that is homozygous for the mutant gene 
and the same gene was extracted from a fly that is 
homozygous for the wild type (normal) version of the 
gene. Both versions of the gene were amplified using 
PCR and then run through gel electrophoresis. 

Determine which gel (below) most accurately shows 
the PCR products. 

C D 
wild type mutant wild type mutant wild type mutant wild type mutant 

wells wells wells wells 
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5 Genes such as the /acZ gene can be used as reporter 
genes. What are reporter genes used to determine? 

6 Some students are doing an experiment involving 
bacterial transformation. Bacteria were incubated 
with plasmids containing resistance to the antibiotic 
ampicillin and then grown on agar plates. A plate that 
will have only transformed bacteria growing will have 
which of the following? 

A nutrient agar only 
B nutrient agar and ampicillin 

C plain agar with ampicillin 

D nutrient agar, ampicillin and penicillin 

7 Define 'transgenic organism'. 

8 One result of a genetic application was the Flavr Savr 
tomato. Tomatoes have a short shelf life due the 
effects of an enzyme called polygalacturonase. This 
enzyme catalyses the breakdown of the cell walls of 
the tomato, causing the tomatoes to become soft and 
unappetising. To slow down this process, the sequence 
of the polygalacturonase gene was determined and 
an antisense gene was produced. The antisense 
gene has a complementary nucleotide sequence to 
the polygalacturonase gene. The antisense gene was 
inserted into the tomatoes. When the antisense gene is 
transcribed, the mRNA produced is complementary to 
the mRNA for the polygalacturonase gene, so the two 
mRNAs join to form double-stranded mRNA. Double
stranded mRNA cannot be translated, so the enzyme is 
not formed and the cell walls are not broken down. The 
Flavr Savr tomatoes can be considered to be: 

A only transgenic 
B only genetically modified 

C both genetically modified and transgenic 

D none of the above 

arsenic-absorbing plant 
Is 

9 Before any gene can be inserted into bacteria to make 
proteins for human use, the number of copies of the 
gene must be increased. In order to do this a process 
called PCR is used. 

a i What do the letters PCR stand for? 

ii State the role of the 'P' in the process. 

iii Identify the source of the 'P' used in this process. 
Why is that particular source used? 

b One particular PCR machine uses the following 
sequence: heat to 94°C for 1 minute, cool to 56°C 
for 1.5 minutes, then heat to 72°C for 1.5 minutes. 

i Describe what is happening at each stage. 

ii How long would it take to obtain 8000 copies of 
the target DNA? 

10 What is the purpose of a DNA ladder in gel 
electrophoresis? 

11 How might DNA profiling be used in the legal system? 

12 One of the purposes of recombinant DNA technology is 
to produce large quantities of proteins for therapeutic 
use. To do this, the gene that codes for protein 
production is inserted into a plasmid, prior to being 
placed in a bacterial cell. 

a State three reasons why plasmids make good 
vectors for protein production. 

b State three reasons why bacteria make good host 
organisms for the plasmids. 

13 Arsenic contamination of soil is a serious problem in 
some countries. The arsenic contaminates groundwater 
and drinking wells. The flow chart below illustrates a 
process used to insert a gene that enables plants to 
absorb arsenic from the soil. Name the objects that are 
labelled A- E. 

plasmid 

laboratory growth 
plant tissue culture 

0 0 
~ oo (§) 

/ ~ <§) 

0 I C I '---(§)~= = 
Agrobacterium plant cell 

I .___ID _ ___,I ~-~ 
IE 

arsenic-absorbing plant 
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14 a What types of human proteins are commonly 
produced by recombinant DNA technology? 

b Suggest an advantage of this method of production 
compared to a trad itional approach. 

15 Briefly describe the technical and ethical issues related 
to DNA profiling. 

16 a Where do CRISPR arrays come from? 

b Outline the steps involved in using CRISPR-Cas9 to 
edit genes. 

c Describe two bioethical issues that arise from the 
use of CRISPR-Cas9 

Application and analysis 
17 Members of a family with a history of cystic fibrosis 

(CF) underwent genetic test ing to determine whether 
they carried the common LiF508 mutation. DNA 
samples obtained from cheek cells were analysed by 
PCR using primers specific for the LiF508 region, 
followed by gel electrophoresis. The normal allele yie lds 
a 98 bp DNA fragment. The mutant allele yields a 
95 bp DNA f ragment. 

DNA 
ladder father mother son daughter 

wells ( __ ) ( __ ) ( __ ) ( __ ) ( __ ) 
100 - ---

95 - ---

90-

85 - ~~~-----------_J 

a How is PCR able to identify the allele responsible for 
cystic fibrosis? 

b Describe the purpose of gel electrophoresis in this 
type of genetic testing. 

c The parents are carriers of CF. Explain how the PCR 
and gel electrophoresis results show this. 

d What does the genetic test show about the son? 

e The daughter gets a cold and chest infect ion 
every winter. Is this likely to be related to the lung 
congestion seen in CF? 

18 A couple wishes to f ind out if their unborn child has 
sickle cell anaemia. The figure top right shows the 
results f rom the gel electrophoresis of the restriction 
fragments of the sickle cel l gene (located on 
chromosome 11) for the fami ly. The mother carries the 
mutation, which results in sickle cell anaemia, while the 
father does not carry the mutation. 

a How does the use of restriction enzymes in the 
analysis of the alle les of a gene result in different 
banding patterns? 

b Does the child carry the mutation for sickle cell 
anaemia? Explain your answer. 

mother father child 

.----,, ·~-~ ,i===::::i-t- wel Is 

19 Some genetic disorders are sex-linked, meaning 
that they present differently depending on whether 
individuals are male or female. Males have an X and a Y 
chromosome, whi le females have two X chromosomes. 
Duchenne muscular dystrophy (DMD) is a sex-linked 
genetic disease caused by the deletion of part of the 
sequence of the dystrophin gene, which is located on 
the X chromosome. The dystrophin protein is very large. 
The normal gene is 2 220 390 bp long and contains 
many exons and introns. The tota l length of the coding 
sequences (the exons) is 11055 nucleotides. 
a How many amino acids are in the normal protein? 

A young woman who has a family history of DMD is 
about to start trying to have a family. Her partner's 
fami ly has no history of the condition. 

b The f irst step the young woman takes is to be tested 
for the condition. How cou ld she have the genetic 
change and not know? 

c The relevant sections of the X chromosomes of 
the young woman were cut using an appropriate 
restriction enzyme and then run on an 
electrophoresis gel. A set of DNA standards was 
also run. The gel is shown below. 

0.5 

1.0 

1.5 
base pairs 2_0 

xl06 

2 .5 

3.0 

3.5 

standards test 

band A 

band B 

i Explain whether the woman has the DMD 
mutation. 

ii What are the approximate lengths of the pieces of 
DNA represented by bands Band A? 
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d The woman decides to use 
IVF and preimplantation 
testing to become pregnant. 
The doctors harvest eight 
eggs, five of which are then 
fertilised with her partner's 
sperm. The embryos are then 
tested for the DMD al lele 
using gel electrophoresis. 

standards embryo 1 embryo 2 embryo 3 embryo 4 embryo 5 

i Explain which embryos are 
male. 

ii Explain which embryos are 
most suitable for implantation. 

0.5 

1.0 

1.5 
base pairs 2_0 

xl06 

2.5 

3.0 

3.5 

20 The diagram below represents a linear DNA molecule and shows the 
position of the recognition sites for a number of restriction enzymes. 

Aatll EcoRI Aatll Notl Aatll Aatl l 

a Examine the diagram above and determine how many fragments 
will be produced when the DNA molecule is cut with EcoRI. 

b Examine the diagram above and determine how many fragments 
wil l be produced when the DNA molecule is cut with Aatll. 

c Examine the diagram above and determine how many fragments 
wil l be produced when the DNA molecule is cut with Notl. 

21 Individuals with haemophilia carry a gene mutation in the FB gene, 
which codes for factor VIII, a clotting factor critical in the formation of 
blood clots that form after an injury. Blood clots temporarily close off 
injured blood vessels to stop bleeding, unti l the vessels are he.aled by 
the body. Individuals with haemophilia are at a significantly increased 
risk of b leeding after injury because they are missing this important 
clotting factor. 
Before the availabi lity of recombinant DNA technology, factor VIII for 
the management of haemophi lia was obtained from blood serum 
provided by blood donors. Large volumes of blood serum were 
required in order to obtain sufficient factor VIII for treatment. In 
addition, the risks of transmitting other blood proteins and viruses 
(including HIV) was high. Many men with haemophilia contracted HIV 
as a result of this treatment. 
Today, haemophilia is a well -managed disease thanks to the advances 
in recombinant DNA technology. 
Discuss three advantages of using recombinant DNA technology to 
artificially produce factor VII I. 

EcoRI 

--
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22 Bacteria are commonly genetically engineered to produce human proteins. 
The DNA sequence for the gene of one of these proteins is shown below. 

! 
5' - GCT TCT TCC CGT GCA TAT AGA TAC TCT GAA ACA CTG TGC GGC GGT GAA CTG 
3' - CGA AGA AGG GCA CGT ATA TCT ATG AGA en TGT GAC ACG CCG CCA CTT GAC 

. CTG TGC ACC TAT TGT GCT ACT CCC GCA MG TCC GM TAG TAG GCT TCT 
.. . many base pairs ... GAC ACG TGA ATA ACA CGA TGA GGG CGT TTC AGG Cl 1 ATC ATC CGA AGA 

CGC TGC TCC CGT GCT TCT CGC GTA TGT CCG - 3' 
GCG ACG AGG GCA CGA AGA GCG CAT ACA GGC - 5' 

A restriction enzyme is used to cut the gene from the human genome. Four 
possible enzymes have recognition sequences and cutting sites as shown. 

GCITTICT 
CGM GA 

enzyme l 

c lTGTGlc 
GACAC G 

enzyme 2 

TCC ,CGT 
AGG GCA 

enzyme 3 

CTG iTGC 
GAC iACG 

enzyme4 

The DNA sequence is quite long, so only the beginning and end are shown 
along with a section before and after the gene. The start and stop triplets are 
underlined. 

a Explain which of the restriction enzymes would be most suitable to cut out 
the gene so that it can be inserted into the bacterium that will produce the 
protein. 

b A mutation can occur that changes the base indicated with the arrow from 
a T to a C. One way to identify individuals who have this mutation is to cut 
the DNA with a restriction enzyme and run the DNA on an electrophoresis 
gel. Explain why enzyme 4 is the most appropriate to use for this purpose. 

c This mutation runs in one particular family. Ahmed and Sofia are members 
of the family and decide to be tested. Ahmed turns out to have two normal 
alleles and Sofia is heterozygous (one normal and one mutant allele). 

i If enzyme 4 is used, how many DNA bands will result from the cutting of 
Ahmed's DNA? 

ii If enzyme 4 is used, how many DNA bands will result from the cutting of 
Sofia's DNA? 

iii Redraw and complete the picture of the electrophoresis of the DNA of 
Ahmed and Sofia after cutting with enzyme 4. 

iv Show the positions of the positive and negative terminals on the 
electrophoresis set below, and explain why you placed them in 
those positions. 

Ahmed Sofia 

wells (~ __ ) 

174 AREA OF STUDY 1 I WHAT IS THE ROLE OF NUCLEIC ACIDS AND PROTEINS IN MAINTAINING LIFE? 



23 A plasmid of total length 1000 bp and a 
segment of a linear chromosome are being 
used to make recombinant DNA (diagram to 
the right). The DNA was cut with the restriction 
enzyme Tatl, which leaves sticky ends. The 
cutting sites are indicated by arrows. The 
resulting fragments were run on a gel (diagram 
to the right). The purpose of the process is to 
insert a segment of the chromosome into the 

---+--...:200 bp 

DNA 
ladder lane 1 lane 2 

( ) ( ) ( ) 
bp 
800 ---

plasmid for gene cloning. ,._ ,._ 
a Which lane on the gel has the fragments from ----3-00_b ___ p+------------+2--o-Obp 

700 ---

600 ---

500 ---

400 ---

300 ---

200 ---
the plasmid digestion? Explain your choice. 

b What length is the starting chromosomal 
DNA? Explain your answer. 

c What enzyme will be needed to make a 
recombinant plasmid using the large chromosome 
fragment? 

24 E. coli cells were transformed with a plasmid 
containing a gene for ampicillin resistance, the /acZ 
gene for blue/white screening and, depending on the 
success of gene uptake, a gene for a desired protein 
product. When the production of a recombinant 
plasmid was successful, the protein-encoding gene 
was inserted into the /acZ gene using the recognition 
site for the BamHI restriction enzyme. The plasm id is 
shown below. 

ampR gene 

origin of 
replication (ori) 

lacZgene 

" .. recogn1t1on 
site of BamHI 

The following results were obtained : 

A B C D white colony 

0 

0 0 

• • 
blue colony 

IA Is 
added to p late nutrient agar only nut rient agar with 

ampici ll in 

cu ltured on plate untransformed unt ransform ed bacteria 
bacteria only only 

description lawn of bacteria no growth 

le 

100 i...====---------_____J 

a Identify why plate B is significant 

b Specify the purpose of X-gal in plate D. 
c Distinguish between the white and blue colonies 

on plate D. What evidence can you present to 
explain the differences? 

d Consider the location of the restriction enzyme 
recognition site within the /acZ gene. Do you agree 
that this location is critical in allowing researchers 
to determine the success of the bacterial 
transformation? Explain. 

lo 
nutrient agar on ly nutrient agar, with ampic ill in and 

X-ga l 

t ransformed bacteria transform ed bacteria 

lawn of bacteria blue and white colon ies of bacteria 
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25 At a small country hospital three babies were born on 
one night. This stretched the resources of the hospital 
to such an extent that normal procedures failed a.nd 
the babies were not labelled with their mother's name. 
In order to ensure the correct babies were taken home 
by the correct parents, DNA testing was performed. 
A STR on chromosome 6 that has between 7 and 20 
ATTG repeats was investigated in order to match the 
parents with their babies. The results for the couples 
and the babies are shown below. 

Couple one I Couple two I Couple three 

Mother Father Mother Father Mother Father 

11, 14 7, 12 14, 20 12, 18 18, 20 11, 18 

Baby one I Baby two I Baby three 

12,20 11, 20 12, 14 

a Match each baby with its correct parents. 

b Explain how you matched the couples with their 
children. 

c Figure 4.1.13 on page 142 shows one way of 
analysing a series of STRs. It shows the analysis of 
10 sites. Some sites have two peaks and others only 
one. Explain why this is the case. 

26 What are some of the effects (positive and negative) 
of genetically modified and t ransgenic organisms on 
biodiversity? 

27 Create a table listing the advantages and 
disadvantages of biotechnology for animal welfare. 

28 Does artificia l manipulation of DNA have the potentia l 
to change popu lations forever? Consider examples of 
GMOs that are already in use in Australia. Evaluate the 
impact these GMOs have had on the populations of 
these organisms in the short and long term. 
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REVIEW QUESTIONS 

What is the role of nucleic acids and proteins in maintaining life? 

Multiple-choice questions 
1 Complete this statement: The DNA molecule consists 

of two strands in which: 

A the percentage of adeni ne is the same in each 
strand 

B the percentage of adenine is the same as that of 
thymine in each strand 

C the percentage of adeni ne is the same as that of 
uracil in the whole molecule 

D the percentage of adenine is the same as that of 
thymine in the whole molecule 

2 Consider the structures shown below. 

fi Structure A 

met 

Structure B 

3' 

5' 

Structure C 

5' 

Structure D 

Select the answer that correctly names the type of 
nucleic acid represented by each structure. 

Structure A Structure B Structure C Structure D 

A ribosomal messenger DNA transfer 
RNA RNA RNA 

B transfer DNA messenger ribosomal 
RNA RNA RNA 

C transport DNA messenger ribosomal 
RNA RNA RNA 

D messenger DNA ribosomal messenger 
RNA RNA RNA 

5' 

3' 

3' 

3 Consider this strand of DNA: 

TAACCTAAG 
Conclude which one of the fo llowing sequences is the 
corresponding strand of mRNA. 

A UTTGGUTTC 

B ATTGGATTC 

C UAACCUAAG 

D AUUGGAUUC 

4 Complete this statement: Amino acid molecules are: 

A the monomers used by ce lls to form polypeptide 
chains 

B the monomers used by cells to form DNA and RNA 

C the polymers used to form functional proteins 

D the catalysts that control biochemical reactions 

5 Complete this statement: An enzyme is: 

A a type of ribonucleic acid found in some eukaryotic 
cells 

B a protein molecule in the secondary structural stage 
of folding 

C a protein molecule that acts as a catalyst in 
biochemical pathways 

D a protein molecule that is used as a reactant in 
biochemical pathways 

6 Identify which part of the diagram shown below is a 
tertiary protein structure. 

structure M 

A structure M 

B structure N 

C structure P 
D structure Q 

structure P 

structure N 

structure Q 

~------------------------------------------------------------------------------------------------- -
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7 What are transcription factors? 

A promoters 

B exons 

C introns 

D proteins that attach to DNA to regulate gene 
. 

expression 

8 Upstream areas of the gene which regulate 
t ranscription are: 

A promoters 

B exons 

C introns 

D operator regions 

9 Select the statement that explains the use of 
genetically modif ied organisms most accurately. 

A Genetic modification produces better species. 

B Genetic modificat ion will help humans to survive 
better. 

C Genetically modified organisms can improve 
agricultural production. 

D Genetica lly modified organisms cannot be used in 
medicine. 

10 A plasmid is a: 

A structure in prokaryotic cells used in asexual 
reproduction by binary fission 

B short synthetic segment of DNA used in the 
polymerase chain reaction (PCR) to replicate DNA in 
a laboratory 

C circular section of DNA in bacteria, which is separate 
from and smaller than the chromosomal DNA 

D virus vector used in genetic engineering 

11 Identify the most accurate sequence for the processes 
used to produce a transgenic organism. 

A induction of ovulation, artificia l insemination, normal 
intrauterine development 

B isolation of target gene f rom DNA of one species, 
gene rep lication, insertion of the target gene into the 
cell of another species 

C isolation of target gene, gene replication, insert ion of 
the target gene into the ce ll of the same species 

D extracting nucleus from a parental somatic cell, 
t ransferring nucleus to enucleated ovum, implanting 
ovum in utero 

-- ------- ., 

12 The figu re below is a DNA profile obtained from one 
individua l. Ten regions have been analysed: nine STRS 
and the sex chromosome markers. In t he centre of the 
f igure is a peak labelled 32. 
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Which of the fo llowing accurately describes why there 
is only one peak? 

A The individual has one chromosome with that STR 
and t he STR has 32 repeats. 

B The individual has two chromosomes with that STR 
and t he STR has 32 repeats. 

C The individual has two chromosomes with that STR 
and t he STR has 16 repeats. 

D The peak represents an STR on the Y chromosome 
and the person tested was male. 

I_. 

It 
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Short-answer questions 
13 The following diagram shows a short section of one 

strand of a nucleic acid molecule. 
a On the diagram, circle one nucleotide and add 

labels for a phosphate group, a deoxyribose sugar 
and a nitrogenous base. 

C 

G 

A 

b On the diagram, draw the complementary strand of 
the molecule. 

c Write a sequence that identifies the main steps in 
expression of polypeptides and functional proteins, 
starting from a DNA trip let code like th is. 

14 The electron micrograph below shows part of a cell that produces digestive enzymes. 

en largement 1 

f' 
,J.,. 

• 

en largement 2 

a i Identify the organelles illustrated in enlargements 2 and 3. 
ii Identify the structures labelled A, B and C. 

b Describe the role of the organelle shown in en largement 3 in the production and 
secretion of the digest ive enzymes. 

c Draw a flow chart of the production and secretion of the enzymes. Refer to the relevant 
organelles and structures from the diagram above in your chart. Ensure you name the 
process by which the enzymes are secreted from the cell. 

------- -
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15 It is known that proteins have to proceed through a 
strictly defined series of structural folding to become 
functional. 

a List the hierarchical levels in the order required to 
form a linear molecu le into a fully funct ional three
dimensional molecule. 

b Summarise the structural changes that occur during 
the folding process. 

c Describe three d ifferent examples to represent the 
wide functional diversity of t his type of b iomolecule. 

16 A student intended to investigate the processing of 
RNA in a cel l. In order to do this, the student decided 
to introduce a radioactively labelled RNA monomer to 
a culture of human skin cells. 

a State which type of RNA monomer would be 
most appropriate to radioactive ly label for this 
experiment, and give an explanation for your choice. 

,. ---------, 

b The radioactively labelled RNA was collected from 
the cell and X-ray diffraction was used to find the 
shapes of the various molecules. Two shapes that 
were identified are shown below. 

structure A st ructure B 

i Identify the two types of RNA shown. 

ii Explain where in a cell each type of RNA would 
be discovered. 

iii Describe the ro le of each type of RNA in t he cell. 

c A third type of RNA was extracted from the nucleus 
of the ce ll. 

i What is this RNA? 

ii Where else in the cell would this type of RNA be 
found? 

I 
I ....._ 
I !I 

I 

I 

• I 
I 

-• 

iii What is its function? : 1 

17 a Distinguish between genes, the genome and the 
proteome of an organism. 

b Distinguish functional genes from regulatory genes. 

c Outline the structure of eukaryotic genes. 

d Using the trp operon in Escherichia coli (f. coli) 
as an example, explain how gene regulation by 
transcriptional factors expressed by regulatory 
genes can occur. 

18 The Ever-Open Convenience Store had experienced a 
number of robberies. The police were keen to catch the 
offender, who brandished a gun during each robbery. 
The pol ice had f ive suspects, but were unable to gather 
sufficient evidence to clearly identify the perpetrator. 

The robber wore rubber gloves, a mask, concealing 
clothing and a balaclava. After the fourth robbery 
the police found the little finger ripped from a pair 
of rubber gloves. This piece of glove was carefully 
collected and sent to the forensic science laboratory 
to be tested for DNA. Such material will conta in a very 
small amount (if any) of DNA. 

crime 

a What is the potential source of any DNA found 
inside the glove? 

b Such small amou nts of DNA are not suitable for 
preparing a DNA profi le. How wi ll the forensic 
scientists acquire enough DNA to create a DNA 
profile? Draw a flow chart describing the process. 

c A DNA sample from the glove was detected then 
amplified. A DNA profile was made using the 
amplified DNA from the crime scene and DNA f rom 
each of the five suspects. The profile is shown below. 

i The DNA fragments in the size standard (DNA 
ladder) are 1000 bp, 2000 bp, 4000 bp, 
5000 bp, 7000 bp and 10 000 bp. What is the 
size of the band ind icated by the red arrow? 

ii Why are size standards needed? 

iii Deduce which suspect best matches the crime 
scene sample. 

iv Does a match mean that this suspect committed 
the crime? Explain the reason for your decision. 

standard sample suspect 1 suspect 2 suspect 3 suspect 4 suspect 5 standard 

wells direction 
of DNA 

movement 

I 
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19 Myotonic dystrophy is a serious disease that causes 
wastage of muscles. It can affect cardiac muscle, 
resulting in heart problems. The most severe form 
of the disease is caused by a mutation in the DMPK 
gene, which is found on the long arm of chromosome 
19. It is caused by a CTG trinucleotide repeat. In most 
people, there are between 5 and 37 repeats but in 
individuals with myotonic dystrophy the number of 
repeats exceeds 50. It is often an adult-onset d isease 
and has an autosomal dominant pattern of inheritance. 
This means that if the allele is inherited, it is certain 
that the disease wil l develop, but possibly not until 
later in I ife. 

a Explain how electrophoresis could be used to 
identify whether an individual has the mutated 
allele. 

b Before a person can undergo genetic testing, they 
must spend some time discussing associated issues 
with a counsellor. Outline some bioethical issues 
that could be associated with genetic testing for 
myoton ic dystrophy. 

20 Antith rombin is a plasma protein. Its function is to stop 
blood clots forming where they are not needed. People 
with a mutation in the gene for antithrombin 
production will easily 
develop a thrombosis 
(b lood clot) and will 
general ly require 
hospitalisation. Blood 
clots in the brain and 
heart can cause death. 
Like many blood-clotting 
diseases, antithrombin 
deficiency is treated by 
injecting required 
amounts of the protein. 
The challenge for medical 
researchers is the supply 
of the protein. In order to 
create a steady supply of 
antithrombin, goats have 
been genetically 
engineered to produce 
the protein in their milk. 
The goats are both 
genetically modified and 
transgenic. 

The process is 
summarised at right. 

The antithrombin gene is 
cut from human DNA. 

The gene is incorporated 
into the genome of a 
goat zygote. 

The resu lt ing embryo is 
implanted into a female 
goat and allowed to develop 
normally. 

The resu lt ing kids are 
screened for the ability 
to produce the protein in 
their milk. 

Individuals showing high 
levels of expression are 
then bred together to form 
a herd of goats able to 
produce antithrombin. 

a Clarify the difference between organisms that 
are genetically modified and organisms that 
are transgenic. Give examples to illustrate your 
understanding. 

b Pred ict any possible drawbacks to using animals to 
make human proteins. 

c Exam ine an ethical issue associated with the 
use of animals for the production of human 
pharmaceuticals. 

21 Scientific understanding has developed rapid ly since 
the structure and function of the DNA molecule 
became known. There is now a variety of genetic 
technologies available to artificia lly manipulate 
DNA, such as the use of specific enzyme groups, 
recombinant plasmids and gene editing. 

a Enzymes are an important too l used for 
manipulation of DNA. Outline how two of these 
types of enzymes are used to manipu late DNA in 
the laboratory. 

b i Another tool is the use of recombinant plasmids 
as vectors. Use a diagram to explain how 
recombinant plasmids are created. 

ii Describe a successfu l example for the use of 
recombinant technology in agriculture . 

iii The use of recombinant bacteria to produce 
human insulin has become widely accepted. 
Discuss why this is ethically acceptable whi le 
other proposed bacterial transformations remain 
co ntroversia I. 

c A new gene editing technology, known as 
CRISPR-Cas9, uses DNA sequences that are part 
of a bacterial defence system. Summarise how 
CRISPR-Cas9 technology can be used to edit an 
organism 's genome. 

~--- ------ -- ---------- ---------- ---------- -- --- -------- ----- --------------------------- ------ ----- -
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22 Kuru is a disease that was once common in the 
highlands of New Guinea. It has been established that 
it is caused by a prion. Like mad cow disease in catt le 
and Creutzfeldt-Jakob disease (vCJD) in humans, 
th is prion builds up in neurons, causing plaques that 
eventua lly destroy the cel ls, resulting in compromised 
neurological funct ion. 

Researchers studying the problem in New Gu inea 
have discovered that there are some individuals who 
are highly resistant to the misfolding of their proteins 
into the prion fo rm. Study of these individuals has 
established that they possess a mutated protein. 

Further study of this protein is needed as it may lead 
to a treatment or cu re for both Kuru and vCJD. In order 
to study this protein, a large and read ily available pure 
supply is needed. The scientists wish to introduce 
the gene for the protein into bacteria, which will then 
produce a constant supply for research. 

,. 
- ---- -- -- .. 

i /acZ has the role of being a reporter gene. Define 
the term 'reporter gene'. 

ii Why is the ampicillin resistance gene included? 
c Once the plasmid is obtained, the gene for the Kuru

protective protein must be inserted into the plasmid. 
The sequences shown in the diagram below are for 
the coding strand. 

Many plasmids are cut open with a restriction 
enzyme and are incubated with the gene of interest. 
You have four rest riction enzymes you could use. 
The enzymes have cutting sites as shown. The 
slash (/) indicates the cutting site. Enzymes 1 and 
2 create sticky ends and enzymes 3 and 4 create 
blunt ends. 

Enzyme 

Cutting 
site 

2 1 3 4 

CTT/ CCT GGG/ CCC GA/TACT GAA/AGC 

I 

I .. 

,. 
• 

II 

a Assume that the amino acid sequence of only part 
of the protective protein has been identified. Using 
this information, mRNA for the protein has been 
ext racted from human cells. This will be used to 
make the gene to insert into the bacterium. 

i What is the difference between sti cky ends and 
blunt ends? :e 

i How wi ll the gene be produced from the mRNA? 

ii Why is it better to use mRNA in this case rather 
than DNA? 

b Once a functional copy of the gene has been 
created, many copies will be required. To do this a 
plasmid that can be inserted into a cell is needed. 
A plasmid conta ining an operon called /acZ and an 
ampicillin (an antibiotic) resistance gene (ampR) is 
obtained. (These plasmids are made commercially 
and can be bought from a biological supplier.) 

ii Explain which enzyme should be used to cut the 
plasm id. 

d Once the plasmid has been cut, it shou ld be 
incubated with the gene to allow the gene to be 
incorporated into it. The bacteria will then be mixed 
with the plasmids and a proportion of the bacteria 
will be transformed. 

i Name the enzyme needed to incorporate the 
gene for the protein of interest into the plasm id. 

ii How will the proportion of bacteria that is 
transformed be increased? 

flanking region and stop 

TM AGA ACT CCG GGA 
CCA TTG GGG CCC ATA 

flanking region and start 

AAT TTC GAG TTA GAG 
TAG CCT CT A GGG AGT 
ACC CTG ATG 

coding region 
(partial) 

GCC TGG I I I CCG 
GCA CCA GAA GCG 
GTG CCG GAA AGC 
TGG CTG GAG TGC 
GAT CTT CCT GAG 
GCC GAT ACT GTC 
GTC GTC CCC TCA 
AAC TGG GAG ATG 

/acl 
gene 

ampR 
gene 

coding region (partial) 

CAT CTT ACG GAT GGC 
ATG ACA GT A AGA GAA 
TTA TGC AGT GCT GCC 
ATA ACC ATG AGT GAT 
AAC ACT GCG GCC AGC 

• flanking region and 
stop 

> 
I 

TAG AGA GGA CCT 
GGA TTC GAG GGG 
CGTTAT 

flanking region and start 

ACT GGA AGT ATA GGG CCC 
CCAACC ATG 
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Learning outcomes 
By the end of this chapter, you wil l understand the structure of the biochemical 
pathways in photosynthesis and cel lular respiration and the role of enzymes 
and coenzymes in faci litating steps in these biochemical pathways. You will also 

understand how factors such as temperature, pH and enzyme inhibitors impact 
enzyme function. 

Key knowledge 
• the general structure of the biochemical pathways in photosynthesis and 

cellu lar resp iration from initial reactant to final product 5.1 

• the general role of enzymes and coenzymes in facilitating steps in 

photosynthesis and cellular respiration 5.1 

• the general factors that impact on enzyme function in relation to 
photosynthesis and cellular respiration: changes in temperature, pH, 
concentration, competitive and non-competitive enzyme inhibitors. 5.2 
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FIGURE s.1.1 The enzyme aconitase (digitally 
coloured blue in this model) catalyses one 
step in the biochemical pathways in cellular 
respiration. It can also change shape to bind 
to ferritin mRNA (shown in red), regu lating 
iron levels. 

C) To catalyse a reaction means to 
increase the rate of the reaction. 

C) Enzymes are not consumed when 
t hey catalyse reactions. 

C) 'Hydrophobic' describes a non-polar 
molecule, or part of a molecule, 
t hat is unable to form energet1cally 
favourable reactions with water 
molecules, making it unable to 
dissolve in water. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

5.1 Enzymes and biochemical 
pathways 
In this section, you will learn about the features of enzyn1es, including tl1eir 
specificity for particular substrates, and how the)' interact with substrates to catalyse 
biochemical reactions. You ,:vill also learn about the importance of enzymes in the 
biochemical pathways used in photosynthesis and cellular respiration. 

ENZYME FEATURES 
Most enzymes are globular proteins that have a tertiary or quater11ar y structure. 
Enzymes regu late biochemical pathways, acting on substrate molecules (reactants) 
to form a final product. During this process, enzymes interact with st1bstrate 
molecules in a series of intermediate steps that involve the formation of enzyme
substrate complexes. The main features of enzymes are their specificity for a 
substrate and their catalytic po,ver: 
• Specificity- D ifferent enzymes act as catalysts for different biochemical 

reactions by binding to a specific t)rpe of molecule called a substrate. Although 
man)' enz)7mes have evolved to be highly specific, and to act on a single substrate 
and catalyse one specific reaction, some enzymes are able to act on multiple 
substrates (Figure 5 .1.1) and catalyse multiple reactions. 

• Catalytic power-Enzymes do not make reactions occur that would not occu r 
on their ovvn; they only m ake reactions occur more quicl<ly (sometimes o,rer a 
million times more quicl<ly). 

Enzyme specificity 
A key structure of enzymes is their active site. T his is a pocket or groove-like part 
of the enz)rme formed by the tertiary folding of the protein. Each enzyme's active 
site is a complex tlrree-dimensional shape that interacts vvith a specific substrate to 
catalyse a specific reaction. When the active site binds to the substrate, it forms an 
enzyme-substrate complex (Figure 5 .1.2) . 

substrate ""-.. 

ctive site 

enzyme enzyme- substrate 
complex 

enzyme- substrate 
complex 

transition state 

products 

enzyme 

FIGURE s.1.2 Stages of an enzyme- substrate interaction in a reaction. From left, the substrate 
molecule (blue) attaches to the active site on the enzyme (red), forming an enzyme- substrate 
complex. This complex goes th rough a transition state where the substrate molecu le is strained, 
resulting in it being broken into two. The final stage is the release of the product molecules. 

Enzyme-substrate interaction models 

Multiple hydrogen bonds and hydrophobic interactions form between the substrate 
and the active site within the enzyme to stabilise the substrate in the active site. 
There are two models that describe how enzymes and their substrates interact: 
• the lock-and-k:ey model 
• the induced-fit model. 
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The lock-and-key model describes the active site and the specific substrate 
as fitting together like a key into a lock (Figure 5.l .3a) . If the (key' (the substrate), 
does not fit into the (lock' (the active site)., then the reaction is not catalysed . 

The induced-fit model states that when a substrate binds to the active site 
of an enzyme, a change in shape ( or conformational change) of the acti,re 
site occurs. This model is a more accurate representation of enzyme-substrate 
interactions, because ,1i1e know that the active site is flexible and capable of changing 
its shape in order to conform to the shape of the substrate and achieve a tighter fit 
(Figure 5. l .3b) . 

Enzyme catalytic power 
Reactions are often reversible, meaning that they can be catalysed in both directions 
(substrate - product, and product - substrate) . H ovvever, this is not al,1/a)'S the 
case. For example, some of the reactions in glycolysis are reversible but others 
are not. 

U sually different enzymes catalyse a reaction in each direction . For example, 
DNA polymerase builds DNA, and deoxyribonuclease (DNase) breaks it down. 
The direction of the reaction will depend on the concentration of substrates and 
products, as \1/ell as the energy requirements. 

The specific enzyme itself is not changed during the reaction, so it may be 
used over and over again as long as that reaction is required by the cell and there is 
substrate present. 

CASE STUDY ANALYSIS 

Ribozymes 
Although they are composed of only 
four nucleotides that are chemical ly 
simi lar, some ribonucleic acid (RNA) 
molecu les can fold into three

dimensional structures that often 
serve as binding sites for proteins that 
function with the RNA molecules. In 

the 1980s, however, it was discovered 
that some RNA molecu les catalyse 
biochemical reactions on their own, 
without the assistance of proteins. 

The d iscovery of these RNA 
enzymes won Sidney Altman and 
Thomas Cech the Nobel Prize for 
Chemistry in 1989. It signalled 
the end of the long-held belief 

that all enzymes are proteins, and 
lent support to the 'RNA world' 
hypothesis, which suggests that RNA 
appeared before DNA and proteins, 
and was crucia l to the evolution of 
se If-rep I icati ng systems. 

Catalytic RNA molecules (or 
ribozymes) are considered 

enzymes because they speed up 
specific chemical reactions without 
permanently changing themselves. 

FIGURE 5.1.4 Molecu lar model of a 
hammerhead ribozyme 

Since their d iscovery, several 
ribozymes have been identified. 
They occur within the ribosome, the 
cell organelle where the synthesis of 
proteins begins. Most ribozymes have 
been found to cata lyse the cleavage 
(splitting) of themselves or other 
RNAs. As it is for the active sites of 
protein enzymes, shape is critica l. The 
hammerhead ribozyme (Figure 5.1 .4) 
is one of the characteristic structures 
that catalyses RNA cleavage. 

a 

substrate 

enzyme 

b 
substrate 

enzyme 

ctive 
ite 

ctive site 

enzyme-substrate 
complex 

enzyme-substrate 
complex 

FIGURE 5.1.3 Two major models of 
enzyme- substrate interaction: (a) lock-and-key 
and (b) induced-fit 

The ability to self-cleave can 
make some ribozymes very rapid 
reproducers. One group, the viroids, 
are pathogenic to plants for this 
reason- the viroid quickly multiplies 
and creates physica l blockages to a 
plant's internal structures, whi le also 
depleting the host cells of nucleotides. 

The ability of ribozymes to cleave 
other RNA strands, however, could 
have highly beneficial therapeutica l 
applications. With some laboratory 
modifications, natural ribozymes can 
be altered to d isrupt RNA viruses, 
including HIV-1 . They may also 
be used in the future to target the 
RNA involved in translating genetic 
disorders. 

Analysis 
1 What features of ribozymes allow 

them to be classified as enzymes? 

2 Genetic d isorders are coded 
in a person's DNA. How 
would a ribozyme prevent a 
malfunction ing protein from 
being synthesised? 
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Energy used during 
a biochemical reaction 

·--------------- _________ f ___ _ 
e!l l without enzyme 
~Q) activation ;.---.:: I 

energy + 
ro --- ----- ---- ------ ♦ --- · 

o with enzyme 
1-- ----- ---------------------- -· ----------' -------

initial state 
(substrate) 

final state 
(product) 

Progress of reaction 

FIGURE 5.1.5 The addition of a catalyst reduces 
the amount of energy needed to initiate a 
reaction. 

enzyme 1 

enzyme 2 

enzyme 3 

enzyme4 
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substrate 

product 

FIGURE 5.1.6 A biochemical pathway is a 
sequence of biochemical reactions catalysed by 
different enzymes. The product (indicated with 
the red arrow) of each reaction becomes the 
substrate (indicated by the black arrow) in the 
next reaction. 

Enzymes reduce activation energy 
All reactions need an input of energy to start. This is called the activation energy. 
Whetl1er a reaction releases or consumes energy, activation energy is needed for the 
reaction to start. The catalytic power of enzymes comes from their ability to reduce 
the level of tl1is activation energy, so that less energy is required for the reaction to 
occur (Figure 5 .1. 5). 

Enzymes reduce the activation energy required for a reaction by influencing: 

• proximity and orientation. Enzymes bring the parts of the molecules involved 
in the reaction closer to each other in the active site and position them wl1ere a 
reaction is more likely to occur. 

• the micro-environment. Most active sites are hydrophobic. T l1e absence of 
water results in a non-polar environment, allo~ring stabilising interactions such 
as hydrogen bonds, h)rdrophobic interactions and dispersion forces to occur. 

• ion exchange. Tl1e amino acids in the active site can often take H+ ions from, or 
donate them to, the substrate, to facilitate steps in certain reactions. 

ENZYMES REGULATE BIOCHEMICAL PATHWAYS 
1.~he term metabolism is used to describe the set of all biochemical reactions that 
sustain life. Most metabolic processes occur as a sequence of reactions, in which 
each reaction is catalysed by a specific enzyme and the product of one reaction 
becomes the substrate in the next reaction (Figure 5.1.6) . Such sequences of 
biochemical reactions form biochemical pathways. Some biochemical pathways 
are linear, some are branched (leading to many final products) , and others are cycles. 
In a cyclic pathvvay, the final product is also one of the substrates of the first step. 
1.~he molecule is regenerated in tl1e cycle so that the pathway can contin11e without 
running out of materials. Photosynthesis and cellular respiration both contain 
cyclic biochemical pathways in their overall reactions, vvhich are summarised in 
Figure 5. 1.7 . 

Photosynthesis 
One of the most important biochemical path~rays is photosynthesis (photo, 
meaning 'light', and synthesis, meaning 'putting together'). When plants have ligl1t, 
water and carbon dioxide (CO2), they make glucose i11 their gree11 parts, such as 
leaves. The plants trap tl1e energy of sunligl1t and convert it into cl1emical energy, 
,;vhich they store in the bonds of glucose molecules. All photosynthetic organisms, 
from single-celled algae to the largest trees, produce glucose in the same vvay. 

Tl1e reactions that occur during photosyntl1esis can be summarised by these 
equations: 

Word equation: carbo11 dioxide + \¥ater light energy ► glucose + oxygen + water 
Chemical equation: 6C0

2 
+ 12H

2
0 light energy ► C

6
H

12
0

6 
+ 60

2 
+ 6H

2
0 

Photosynthesis invol,res tvvo stages: 

• a light-depe11dent stage (also called light reactio11s) that converts light energy 
in to chemical energy (ATP) 

• a light-independent stage (also called dark reactions) that uses the chemical 
energy (ATP ) to synthesise organic compo1mds (glucose). 

Each stage invol,,es a series of biochemical reactions and each reaction in the 
path,:vay is catalysed by a particular enzyme (Figure 5 .1. 7) . You will learn more 
about the pathways involved in photosynthesis in Cl1apter 6. 

Cellular respiration 
All cells need energy to function. They obtain this by releasing energy from organic 
compou11ds through a series of biochemical pathways. Cellular respiration is the 
name given to the combination of biochenlical pathways that release energy from 
glucose. Tl1e energy released from glucose through cellular respiration is used to 
generate chemical energy in the form of ATP 
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The reactions that occur during cellular respiration can be s11mmarised by these 
. 

equations: 
Word equation: glucose + oxygen -. carbon dioxide+ water+ energy (ATP) 
Chemical eq11ation: C

6
H 120

6 
+ 602 -. 6C02 + 6H20 + ATP 

Cellular respiration consists of the three i11terconnected biochemical pathways 
known as glycolysis, the IZrebs cycle and the electron transport chain. Each reaction 
in each pathway is catal)rsed by a particular enzyme (Figure 5 .1. 7). You vvill learn 
more about the pathways involved in cellular respiration in Chapter 7. 

Enzymes are critical to the functioning of photosy11tl1esis a11d cellular 
respiration. In the absence of enzymes, the reactions in these biochemical pathways 
~rould be much slower and cells could not carry out essential functions. Some 
important enzymes involved in photosyntl1esis and cellular respiration are shown in 
Table 5 .1.1 on page 191. 

I ight-dependent 
stage 

·• ·• ·• · 

CO2 

input 

light-independent 
stage (Calvin cycle) 

NADPH ADP ATP 

b 

glucose--
(initial substrate 
input) 

ATP 

ADP 

NAO+ 

NADH 

ADP 

ATP 

glycolysis 

0 
t 
• t 
• t 

sugar output 

chloroplast 

CO
2 

output 

CoA 

CoA FADH2 ~ 

FAD 

Krebs cycle .,,,,. 

ADP 

NADPH 

CO2 
output 

FADH2 FAD NADH NAD+ ADP ATP 

electron 
transport chain 

·• ·• ·• · 
v--ADP 

ATP 

NAO+ 

NADH 

cytosol mitochondrion 

Key: 

• • carbon-based substrates (colour change indicates modification of molecule) 

• reactions coupled with transport of protons and electrons 

+ enzyme-facilitated steps (simplified- not all shown) 

-- coenzymes involved in pathway 

FIGURE 5.1.7 Overview of the enzyme-facil itated biochemical pathways in (a) photosynthesis and 
(b) cellular respiration 

O Each reaction in the biochemical 
pathways of photosynthesis and 
cellular respiration is catalysed by 
enzymes. Without these enzymes, the 
pathways would not function. 
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FIGURE 5.1.8 A cofactor (or coenzyme if 
organic) enables an enzyme to catalyse a 
reaction. 

@ Enzymes are proteins that catalyse 
reactions in biochemical pathways. 
Coenzymes are non-protein molecules 
that assist enzyme activity. 

@ Energy is required to break bonds, 
and is released when new bonds are 
formed. 

Coenzymes 
Some enzymes need additional non-protein components to enable them to catalyse 
a reaction. These components, called cofactors, bind to the enzyme before the 
substrate does (Figure 5 .1.8). Cofactors can be inorganic ions such as iron (Fe2+), 
magnesium (Mg2+) and zinc (Zn2+). If they are organic molecules, they are classed 
as coenzymes. Many coenz),mes are vitamins, such as vitamin C, or molecules 
derived from vitamins, such as coenzyme A ( CoA), which is modified from vitamin 
B

5
. Some particularly important coenzymes used in metabolic processes include 

adenosine triphosphate (ATP), nicotinamide adenine dinucleotide (NADH), 
nicotinamide adenine dinucleotide phospl1ate (NADPH) and flavin adenine 
dinucleotide (FADH

2
) . 

When a coenzyme is used, it is often structurally altered during tl1e reaction, 
but can revert back to its original form and thus be reused. A coenzyme may 
also transfer protons, electrons and/or chemical groups from one molecule 
to another. A coenzyme that has a proton, electron or chemical group to donate 
is called a loaded coenzyme, while a coenzyme that is free to accept a proton, 
electron or chemical group is called an unloaded coenzyme. 

In cellular respiration, for example, CoA is part of the reaction mechanism 
that takes the product of the first biochemical pathway into the Krebs cycle. Some 
of these transfers are also accompanied by an input or output of energy. In the 
first biochemical pathway of photosynthesis, for example, ADP is loaded with 
phosphate and NADP+ is loaded with electrons.1~hese coenzymes are unloaded in 
the next pathway and energy is transferred to tl1e carbol1ydrates tl1at are synthesised. 
The unloaded coenzymes can then be reused back in the first pathway. 

ADP and ATP 
Adenosine triphosphate (ATP) pro,,ides the energy required to drive most 
processes in living cells. It contains three phosphate molecules ('tri' in triphosphate 
means 'three'), the third of which is held by a relatively ,veak, unstable bond. When 
this third phosphate breaks free, the more stable products of adenosine 
diphosphate (ADP) and inorganic phosphate (Pi) are formed, releasing energ)1. 

This process is reversible, because the ADP can combine with a phosphate 
n1olecule to form an ATP molecule again, using energy derived from the breakdown 
of glucose during cellular respiration (Figure 5 .1. 9). This recycling process requires 
much less energy than it would take to make an entirely new ATP molecule. The 
synthesis and breakdown of ATP is regulated by enzymes. 

energy needed to 
load the coenzyme 

ATP 

ADP 

energy released from 
unloading the coenzyme 

FIGURE 5.1 .9 ATP transfers energy to cells when it unloads inorganic phosphate (Pi) and becomes 
ADP. An energy input is needed to reload it. 
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Hydrogen and electron carriers 
NAD+/NADH and FAD +/FADH

2 
are invol,,ed in the transfer of protons and 

electrons from hydrogen. They are used in many different processes in living cells, 
including cellular respiration. NADP+/NADPH is anotl1er carrier found in all cells 
as one of its roles is in nucleic acid synthesis. It is also the coenz)rme, along with 
AT P, which is used in photosynthesis (Table 5 .1.1). 

All three of these coenzymes are said to be loaded when they accept electrons 
from other organic molecules. In the process, they also move hydrogen aton1s, 
sometimes separating one of them into its electron and proton (Figure 5 .1.10) . The 
electrons and associated protons are used to drive high-energy steps in biochemical 
pathwa1rs. For example, NADH and FADH

2 
are unloaded in the final pathway of 

cellular respiration where large amounts of ATP are generated. NADPH is unloaded 
in the cyclic path,vay of photosynthesis to give energy and hydrogen to carbon 
dioxide so that carbohydrates can be made. 

' 
NADH • elect ron 

+ .. organic + or + e , ' 

e proton 
organ ic 

molecule 
...... - .. 

' 

NAO+ 
or 

NADP+ molecule NADPH , ' 
: • • hydrogen atom ' , 

' 
' • ' ' . ' , ' , .. _ ..... 

FIGURE 5.1.10 Coenzymes NAO+ and NADP+ are loaded with high-energy electrons. They also free 
protons from organic molecules and transport hydrogen. 

TABLE 5.1.1 Roles of some enzymes and coenzymes in photosynthesis and cellular respiration 

Enzyme 

ATP synthase 

NADP+ reductase 

Rubisco 

hexokinase 

pyruvate 
dehydrogenase 

Cofactor/ coenzyme 

magnesium (Mg2+) 

FAD 

magnesium (Mg2+) 

ATP 

coenzyme A (CoA) 

Function 

forms ATP from ADP and 
inorganic phosphate (P;) 

transfers electrons to NADP+ to 
make NADPH 

f ixes atmospheric CO2 into organic 
sugar molecules that the plant 
can use 

phosphorylates glucose to 
produce glucose-6-phosphate 

converts pyruvate into acetyl-CoA 

Biochemical pathway 

photosynthesis (light-dependent 
stage) and cellu lar resp iration 
(electron t ransport cha in) 

photosynthesis (light-dependent 
stage) 

photosynthesis (light-independent 
stage/Calvin cycle) 

cel lular respiration (glycolysis) 

cel lu lar respiration (Krebs cycle) 
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CASE STUDY ANALYSIS 

New enzyme may hold the key to beating obesity 
Glucose is the main energy source used in cellu lar 
respiration, and we get it from the digestion of 
carbohydrates in our diet. The smaller the carbohydrate 
molecu le, the more quickly it is broken down and can 
enter the bloodstream. What we call sugar is usually 
sucrose, which requires very little digestion and can start 
to ra ise blood glucose levels in a matter of minutes. The 
World Health Organization recommends a maximum 
dai ly intake of 25 g of sugar per day, yet the average 
Austra lian consumes 95.6 g per day. Rising levels of sugar 
consumption are closely linked to epidemics of obesity, 
heart disease, tooth decay and type 2 diabetes. 

When blood glucose rises, the hormone insul in is 
released. Insulin increases uptake of glucose by muscle 
cells and triggers liver cells to store excess glucose as 
glycogen (Figure 5.1.11). Once the liver's storage capacity 
has been reached, the excess sugar is converted to fat. This 
occurs readily in people whose lifestyle includes a high
sugar diet with little energy expenditure (exercise). 

Levels of another molecule, glycerol-3-phosphate (Gro3P), 
are also known to rise with blood glucose levels. Gro3P 
is formed as glucose is used in cells and is important for 
ATP product ion and lipogenesis (fat production). However, 
if there is excess glucose in the body, Gro3P levels get too 
high and damage a variety of tissues, including insulin
producing cells, leading to type 2 d iabetes. 

A recently discovered enzyme, Gro3P phosphatase 
(G3PP), has been shown to convert Gro3P to glycerol, 
preventing the excess formation of fat and reducing the 
production of glucose in the liver, which is a major problem 
in diabetes. The amount of G3PP enzyme produced 
th roughout the body varies depending on the health of 
the tissue. In experimental trials, rats with overexpressed 
levels of G3PP showed reduced weight gain and increased 
levels of fat-removing molecules in their blood plasma. 
This research opens up exciting possibilities for how G3PP 

could be used to tackle obesity and some of its associated 
diseases. 
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blood vessel 

FIGURE s.1.11 Pathways of glucose metabolism when blood 
glucose rises 

Analysis 
1 Infer a relationsh ip between the G3PP enzyme 

and Gro3P using evidence from the experimental 
trial with rats. 

2 As type 2 d iabetes develops, a person's ce lls 
become less responsive to insulin. Explain how 
this leads to increased fat storage. 



r------------------------------------------ - --------------------------------------------- , 

' 
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5.1 Review 

SUMMARY 

• Enzymes are biological catalysts that increase the 
rate of reactions by lowering the activation energy 
required for them to occur. 

• Most enzymes are globular proteins, but some are 
made of RNA (ribozymes). 

• Enzymes are not consumed in a reaction, and can 
be used over and over again. 

• Enzymes are usually specific to particular reactions, 
since their active site is a three-dimensional pocket
like structure that is shaped to interact with its 
substrate, forming an enzyme-substrate complex. 
There are two models for how this functions: 

- lock-and-key: a perfect match for the two shapes 

- induced-fit: the active site changes shape when 
the substrate binds. 

• A biochemical pathway is a sequence of biochemical 
reactions catalysed by different enzymes, in which 
the product of each reaction becomes the substrate 
in the next reaction. 

KEY QUESTIONS 

Knowledge and understanding 

OA 
✓✓ 

• Biochemical pathways may be linear or branched, 
or they may be cyclic where the initial molecule is 
regenerated. 

• Enzymes facilitate each reaction in the biochemical 
pathways of cellular respiration and photosynthesis. 

• Some important enzymes in ce llular respiration 
are ATP synthase, hexokinase and pyruvate 
dehydrogenase. Some important enzymes in 
photosynthesis are ATP synthase, NADP+ reductase 

and Rubisco. 

• Cofactors are additional components required by 
some enzymes to catalyse a reaction. A subset of 
these are coenzymes, which: 

- are small, non-protein organic molecules 

- carry chemical groups, energy, protons and/or 
electrons 

- eye.le between loaded and unloaded forms. 

• Some important coenzymes in cellular respiration 
include ADP/ATP, NAD+/NADH, FAD+/FADH 2 and 
CoA. Important coenzymes in photosynthesis include 
ADP/ATP and NADP+/NADPH. 

1 State the two main features of enzymes and explain their importance. 

2 Describe the difference between the lock-and-key and induced-fit models 
of an enzyme-substrate interaction. 

3 Recall the word equation for: 

a photosynthesis 

b cellular respiration 

4 Explain what coenzymes are, and describe the difference between an 
unloaded and a loaded coenzyme. 

5 Explain the importance of enzymes and coenzymes in photosynthesis and 
cell ular respiration, providing an example of each. 

continued over page 
~------------------------- ----------- ----------- ----------- ----------- ----------- -------- ~ 
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5.1 Review continued 
Analysis 
6 Consider the biochemical pathway shown. 

first substrate first product 

- - - t> 
enzyme 1 enzyme 2 enzyme 3 enzyme 4 

a Propose, with a reason, if the pathway is linear, branched or cyclic. 

b ATP is needed to provide energy for the reaction occurring in Enzyme 2. 
Describe what would happen to the product of Enzyme 4 if ATP was not 
recycled in the cel l and available for this biochemical pathway. 

7 Scurvy is a disease caused by a deficiency of vitamin C. Vitamin C has 
many functions in the human body, including its role as a coenzyme in the 
production of collagen, the primary structural protein used to support ce lls 
in tissues such as skin, muscle, bone, cartilage and blood vessels. Suggest 
what symptoms may arise in a person suffering from scurvy. 

I 
I 

I 
I 

~----------------------------------------------------------------------------------------~ 
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5.2 Regulation of enzymes 
There can be a negati\re effect on the whole organism when cells produce too 
much or not enough of particular substances, or are unable to properly break 
some substances down (Figure 5.2.1). Cells that produce excess substances are 
also wasting energy and resources. To account for this, cells have mechanisms that 
regulate biochemical reactions to ensure the final prodt1ct is not over- or under
produced. 

As you learnt in the previous section, enzymes control metabolis1n through the 
regulation of biochemical reactions at every step of a biochemical pathway. Because 
enzymes play a vital role in biochemical reactions, photosynthesis and cellular 
respiration can be controlled through enzyme regulation. 

In this section, you \~rill learn how e11zymes are regulated, including the different 
ways in wl1ich enzymes are inhibited, and other factors that affect the rate of the 
biochemical reactions catal)rsed by enz)rmes. 

FACTORS THAT REGULATE ENZYME ACTIVITY 
The amounts of final products and the speed at which they are produced in a 
biochemical pathway can be controlled through the regulation of individual 
reactions that make up that pathway. As each reaction in a biochemical pathway 
uses the product from the previous reaction as a substrate, slowing down one 
reaction will have an effect on all subsequent reactions. 

All enzymes l1ave specific conditions in \Vhich they perform at their best. Factors 
such as temperature, pH and the concentration of the substrate and enzyme all 
affect the rate of enzymatic reactions. When these conditions are optimal, enzyme 
activi~r is at its highest, and tl1e rate of reaction is at its fastest. 

Enzymes can also have their function reduced or stopped altogether by the 
presence of a11 inhibitor. Some i11hibitors physically block the enzyme's active site, 
while others bind elsewhere but cause a change in the enzyme's shape. Because the 
reactions in photosynthesis and cellular respiration are catalysed by enzymes, the 
rate of tl1ese reactions changes as enzyme activity changes. If conditions are sub
optimal, enzyme activity will be reduced, resulting in reduced energy production 
by the organism's cells. 

Temperature 
As with most chemical reactions, the rate of enzyme-catalysed reactions will 
generally increase as tl1e temperature increases. This is because the warmer particles 
become during a reaction, the more rapidly they move, vvhich makes successful 
collisions betvveen them more lil,ely to occur. 

However, proteins, including enzymes, can denature at high temperatures. 
When this occurs, the hydrogen bonds and hydrophobic interactions that create 
tl1e tertiary and quaternary structures of the enzyme are broken, and the shape of 
the enz)rme's active site is changed in such a way that the substrate cannot bind to 
it, and the reaction cannot occur. 

Most human enzymes have an optimum temperature of 36-38°C, vvhich matches 
our normal body temperature (approximately 37°C). Indeed, man)' mammalian 
enzymes will begin to denature at temperatures above 40°C (Figure 5.2.2) and 
processes such as cellular respiration cease. However, there are some enzymes that 
have optimum temperatures much higher than this. For example, Taq polymerase is 
an enzyme tl1at vvas origii1ally f ou11d in bacteria living in volcanic hot springs, and 
it has an optimum temperature of 70°C. 

If enzymes are cooled below their optimum temperature, the rate of reaction ~rill 
slo\v do\vn. Particles will move more slowly, making successful collisions less likely, 
and the bonds are not as flexible at lower temperatures, so conformational changes 
do not occur. Cooling an enzyme does not denature it, hovvever, so reheating it \Vill 
cause its activity to increase again. 

FIGURE s.2.1 Maple syrup urine disease 
is caused by a defective group of enzymes 
that work together. It results in a bu ild-up of 
branched-chain amino acids that causes the 
urine to smell like maple syrup and the blood to 
become acidic, which can resu lt in death. 

O An enzyme is denatured when it 
undergoes an irreversible change in 
its structure. Denaturation of enzymes 
often occurs at high termperatures. 
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FIGURE s.2.2 As the temperature increases, 
enzyme activity increases until a critical 
temperature is reached. The protein then 
denatures and the shape of the active site 
changes so that the substrate cannot bind. The 
rate of enzyme activity then decreases rapidly. 
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FIGURE 5.2.4 Rate of enzyme activity for three 
digestive enzymes in relation to pH values. 
At the optimum pH for an enzyme, its rate of 
reaction is at a maximum. 

BIOFILE 

Psychrophiles 
Bacteria and fungi that are adapted to the 
extreme cold (psychrophi les) of Antarctica 
and the Arctic tend to have enzymes with 
a broader optimum temperature range, or 
two optimum temperature zones, including 
an optimum range as low as 0-15°C. This 
allows their cells to grow and metabolise 
at the constant low temperatures of their 
cold environments. 

pH 

A glaciologist in Antarctica saws an ice core 
containing frozen psychrophiles. 

The pH scale is used to measure acidity (Figure 5.2.3). Enzymes have a specific 
pH range at which they function best. If enzymes are taken too far above or below 
their optimum pH, then the tertiary structure is affected, the enzymes may become 
denatured and the substrate may not be able to bind. 

If the reaction occurs in an environment in which the pH is not ideal, the micro
environment of tl1e active site may still provide a different pH suitable for the 
enzyme to function. 

The optimum pH range of enzymes can be quite different, and varies depending 
on the function of the e11zyme and where it is located in the body. Examples include 
the follo,:ving digestive enzymes: 
• Amylase starts the digestion of starch in the mouth and has an optimum pH of 

about 7. 
• Pepsin is found in the stomach and has an. optimum pH of about 2. 
• Trypsin is found in the small intestine and has an optimum pH of about 8 

(Figure 5.2.4) . 
Enzymes used witl1in cells do not usually exhibit such a wide range of optimum 

pH values, although compartmentalisation of cellular components does make it 
possible. In pl1otosynthesis, for example, acidic conditions are generated within the 
thylakoid space of chloroplasts. Outside tl1e thylakoids, the enzyme Rubisco fixes 
carbon under alkaline conditions. 
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FIGURE 5.2.3 The pH scale 
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CASE STUDY ANALYSIS 

Pepsin and ulcers 
Chief cells in the stomach produce pepsinogen, which is a 
proenzyme (inactive form) of pepsin, a protein-digesting 
enzyme (Figure 5.2.5). The functional form of pepsin 
is active at pH values of around 1-4. Other cells in the 
stomach lining secrete acids, typically maintaining the pH 
level of the lumen (inside space) at around 2. 

The conditions in the stomach are therefore hosti le to 

most ce lls. This is an important part of both the digestive 
process and the body's defence against pathogens, but 
it also has the potentia l to damage the tissues that the 
stomach is made of. Fortunately, stomach lining cells also 
produce mucus that acts as a protective barrier. 

Occasional ly, the protection is breached and the 
stomach lining is painfully damaged in a localised area 
called a gastric ulcer. Antacid tablets and drinks can be 
taken to counter the stomach acid and minimise the 
effects of pepsin, which can digest proteins in the plasma 
membranes and cells lining the d igestive tract. 

Historically, poor diet and stress were thought to be 

the cause of gastric ulcers .. However, as the Nobel Prize
winning research by Australians Dr Barry Marshall and 
Dr Robin Warren showed, the most common cause of 
damage leading to ulcer formation is by the bacterium 
Helicobacter pylori. Interestingly H. pylori does not favour 
the extremely acidic conditions of the stomach and wi ll 
burrow into the mucus lining. It will also release the 
enzyme urease, which makes the product ammonia, an 
acid-neutralising substance. However, when the immune 
system responds to H. pylori by causing inflammation, the 
stomach lining is stimulated to secrete even more acid, 
and ulcers are formed. Antibiotics are usually required 
to clear the infection, although the effectiveness of this 
treatment is diminishing as antibiotic resistance is on the 
. 

rise. 

Analysis 
1 Why would it be necessary for chief cells to release 

an inactive form of the enzyme (the proenzyme 
pepsinogen)? 

2 How would consuming an antacid affect both stomach 
acid and pepsin? 

3 Would you expect an antacid to clear an infection of 
H. pylori? 

4 The ammonia-producing enzyme urease stops 
functioning below pH 4. How does H. pylori ensure 
that ammonia can be secreted into the lumen of the 
stomach? 

FIGURE s.2.s Inactive pepsin enzymes (or pepsinogens) appear brown 
in this stained section of stomach tissue. 
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O As a substrate is converted to 
product, its concentration decreases. 
Take care to distinguish graphs 
showing reaction rate over time 
from those plotted against different 
environmental conditions. 
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FIGURE 5.2.6 Increasing substrate 
concentration wil l increase the rate of reaction 
until all the active sites of the enzyme are 
occupied (the saturation point). 

substrate 

FIGURE 5.2.7 Competitive inhibition involves an 
inhibitor binding directly to the active site of the 
enzyme The substrate is then unable to bind to 
the enzyme. 

Enzyme and substrate concentration 
A single enzyme molecule can be used over and over, with its active site occupied 
for j11st milliseconds at a time. This means that a reaction can be catalysed effectively 
,:vith relatively small concentrations of e11zyme co1npared to substrate. The more 
enzyme molecules that are present, the shorter the ,,vait time is for substrates 
to reach an available active site. Increasing enzyme concentration will therefore 
increase the rate of reaction, unless the substrate runs out. 

Raising the concentration of substrate can also increase the reaction rate. In 
dilute solutions, water molecules get between the enzyme and substrate molecules 
and reduce the chance of them connecting. By increasing substrate concentration 
and decreasing the number of ,:vater molecules, there is a greater chance of a 
substrate molecule meeting with an enzyme's active site. Tlus means that the rate 
of reaction will increase to a maximum when every possible active site is filled. This 
point is kno,:vn as the saturation point (Figure 5.2 .6). 

Inhibition of enzyme activity 
The inhibition of an enzyme by an inhibiting molecule can be categorised indifferent 
,:vays. First, whether the inhibiting molecule binds reversibly or irreversibly. Second, 
whether the inhibiting molecule binds to the enzyme's active site or an allosteric site 
(elsewhere) . 

Enz)rme inhibition is also classified as being competitive inhibition or non
competitive inhibition, depending on where the inhibiting molecule binds to the 
enzyme. 

Reversible inhibition 

In reversible inhibition, the bonds formed between the inhibitor and the enzyme 
are ,:veal,, such as hydrogen bonds and hydrophobic interactions, so they are easily 
broken. This means that diluti11g the inhibitor lesse11s its effect. Also, if the inhibitor 
works by blocking the active site, its effects can be reduced by increasing substrate 
concentration, since tl1e tvvo molecules are in competition for the same space 
and binding is only temporary. An example of this can be seen with tl1e enzyme 
alcohol dehydrogenase. It usually breaks down ethanol, but methanol can compete 
re,,ersibly for its active site. Since 1nethanol breaks dovvn to toxic byproducts, a 
person with metha11ol poisoning can be given ethanol to slow the rate of methanol 
digestion. 

Irreversible inhibition 

In irreversible inhibition, the bonds formed between the inhibitor and the 
enzyme are strong, such as covalent bonds, so they cannot be broken without also 
breaking apart the enzyme itself. This means the enzyme is permanently disabled 
and that increasing substrate concentration will have no effect on reaction rate. An 
example is the herbicide gl)rphosate, a small n1olecule that binds irreversibly to part 
of the active site of an enzyme needed by plants to syntl1esise tl1ree amino acids. 

Competitive inhibition 
Competitive inhibition occurs ~,hen the shape of the inhibitor is similar to the 
shape of the substrate that normally binds to the active sites of a particular enz)7me. 
Due to their similar shapes, such inhibitors are able to bind to the active site of the 
enzyme, and block the substrate from binding to the site (Figure 5.2 .7). Unlike a 
substrate, when an inhibitor binds to an enzyme's active site it does not trigger a 
catalytic reaction. 
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Non-competitive inhibition 

Non-competitive inhibition (or allosteric inhibition) occurs vvhen an inhibitor 
binds to an enzyme site other than the active site (known as an allosteric site). 
Binding to the allosteric site either changes the shape (or conformation) of the 
enzyme such that the substrate cannot bind to its active site (Figure 5.2.8), or it 
prevents a catalytic reaction from proceeding even if the substrate is bound. 

Binding of molecules to an allosteric site does not always result in allosteric 
inhibition. Some molecules that bind to allosteric sites can cause conformational 
changes that allow reactions to occur ( or allosteric activation). Whether binding to 
an allosteric site causes inhibition or activation, both are examples of allosteric 
regulation. 

inhi itor 

FIGURE 5.2.8 Non-competitive inhibition involves an inhibitor binding to the enzyme and causing a 
change in the shape of its active site, so that the substrate no longer fits. 

Feedback inhibition 
Feedback inhibition occurs when a product prodt1ced late in a pathway is also an 
inl1.ibitor of an enzyme earlier in the pathway. As tl1e amount of the inhibiting 
product increases, the number of enzyme molecules being inhibited also increases 
(Figure 5.2.9). Trus in turn reduces the amount of the inhibiting product. As the 
level of inhibiting product reduces, less of it will bind to the enzyme, allo,ving the 
enzyme to function again. Feedback inrubition is an important mechanism in 
controlling enzyme activity. In cellular respiration, the loaded coenzyme ATP can 
also be thought of as a product. High levels of ATP cause feedback inhibition at 
several stages of the biochemical pathway so that an excess of ATP (which is 
unstable, so not useful unless needed straightaway) is not made. 

final 
product 

I ... -•► □ 

substrate enzyme 1 enzyme 1 enzyme 2 enzyme 3 

X 

enzyme 1 

FIGURE 5.2.9 In feedback inhibition, when the amount of inhibiting product is high, the pathway 
slows down. When the amount of inhibiting product is low, the pathway speeds up. 

ws 
12 
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I CASE STUDY I 

Enzyme inhibition to treat Alzheimer's disease 
Alzheimer's disease is characterised by a progressive 
degeneration of the brain that affects memory and 
cognitive function. A drug currently used in Australia 
to treat Alzheimer's disease inhibits the activity 
of the enzyme acetylchol inesterase in the central 
nervous system. The ro le of acetylcholinesterase is 
to break down the substrate acetylcholine (ACh), 
a neurotransmitter that is important in memory 
processes. Neurotransmitters are signall ing 
molecules of the nervous system. When ACh is 
broken down, nerve cells (neurons) are able to return 
to their resting state. 

In people who suffer from Alzheimer's disease, the 
level of ACh is low, so less memory-related signall ing 
occurs. To compensate for the low levels of ACh, 
drugs that inhibit the activity of acetylcholinesterase 
can be used (Figure 5.2.10). These drugs can 
act by either competitive or non-competitive 
inhibition. Figure 5.2.11 shows an example of an 
acetylcholinesterase inhibitor that is used to treat 
Alzheimer's disease and acts through competitive 
inhibition. 

FIGURE 5.2.10 Molecular model of acetylcholinesterase enzyme 
(purple} with a competitive inhibitor (green} bound to the active site 
preventing acetylcholine from binding 
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FIGURE 5.2.11 Inhibition of 
acetylcholinesterase blocks the enzyme's 
activity and allows increased nerve 
stimulation. 
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5.2 Review 

SUMMARY 

• Enzymes have optimum conditions in which they 
perform their best (fastest rate of reaction). Factors 
include: 

- temperature-higher temperatures increase 
molecular collisions up to the point where the 
enzyme is denatured and function rapidly ceases, 
while lower temperatures slow enzyme activity 

- pH-function is decreased either side of the 
optimum and the enzyme may be denatured 
outside a range of tolerances 

- substrate concentration- rate increases with 
more molecular collisions until all active sites are 
occupied. The saturation point is reached and the 
rate plateaus. 

KEY QUESTIONS 

Knowledge and understanding 
1 In non-competitive inhibition, the inhibitor binds to: 

A a substrate 

B an enzyme's active site 

C an allosteric site on the enzyme 

D another inh ibitor 

2 Explain the difference between reversible and 
irreversible inhibition. Include reference in your 
answer to how changing substrate concentration 
affects each. 

3 The following diagram shows an enzyme being 
inhibited. 

a Is the diagram an example of competitive or 
non-competitive inhibition? 

b The inhibitor binds to the enzyme with cova lent 
bonds. What effect would adding more substrate 
have on the enzyme's activity? 
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• Inhibition can slow or completely stop enzyme 
activity. Types of inhibition include: 

- reversible-weak, temporary bonds form between 
enzyme and inhibitor 

- irreversible-strong, covalent bonds form between 
enzyme and inhibitor 

- competitive- the inhibitor binds to the active site 

non-competitive the inhibitor binds to an 
allosteric site. 

Analysis 
4 The fo llowing graph shows the activity of human 

isocitrate dehydrogenase, which is an enzyme used in 
cel lular respiration. 
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Enzyme activity in relation to temperature 

Temperature 

a What is the optimum temperature of isocitrate 
dehydrogenase likely to be? Give a reason for your 
answer. 

b Explain why the shape of the curve is not 
sym metrica I. 

5 Pepsin is an enzyme that is released into the stomach 
of humans (pH 1.5-3.5, 37°C), where it breaks down 
protei ns into polypeptides. Explain how you would 
expect the activity of pepsin to change as: 

a the temperature is increased from 37°C to 45°C 

b the pH is increased above 5. 

~---------------------------------------------------------------------------------------- ~ 
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Chapter review 

I KEY TERMS I 
activation energy 
active site 
adenosine diphosphate (ADP) 
adenosine triphosphate (ATP) 
allosteric site 
biochemical pathway 

(metabolic pathway) 
catalyse 
catalytic power 
cellular respiration 
chemical group 
coenzyme 

cofactor 
competitive inhibition 
conformational change 
denature (denaturation) 
electron 
enzyme 
enzyme-substrate complex 
feedback inhibition 
induced-fit model 
irreversible inhibition 
loaded coenzyme 
lock-and-key model 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 Enzymes reduce the activation energy of a reaction by: 

A bringing the reactants close together so that a 
reaction is more likely to occur 

B orientating the reactants in the most favourable 
position for the reaction 

C providing a micro-environment favourable to the 
chemical reaction 

D all of the above 

2 An organic molecule required by an enzyme, in order 
for it to function, is best described as: 
A a cofactor 

B a coenzyme 

C a chemical group 

D an enzyme activator 

3 Which of the statements about NAO+ is not true? 

A NAO+ can accept a hydrogen ion. 

B When NADH gives up a proton, NAO+ results. 

C Only a small amount of NAO+ is needed in a cell. 

D NAO+ can only be used once before it has to be 
resynthesised. 

4 Which of the statements about photosynthesis is 
accurate? 

A It releases energy from organic molecules. 
B It includes a cyclic biochemical pathway. 

C It breaks down ATP to release light energy. 

D It does not require regulation by enzymes, unlike 
cel lular respiration. 
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metabolism 
non-competitive inhibition 
photosynthesis 
proton 
reactant 
reversible inhibition 
saturation point 
specificity 
substrate 
unloaded coenzyme 

Application and analysis 
5 A student investigating the activity of the enzyme 

pepsin, which is found in the stomach of humans, 
observed the change in enzyme activity as the 
concentration of the substrate (protein) increased. 
The experiment was conducted at pH 3 and 37°C. 
The student's data was presented in the graph shown. 
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What could the student do to change the experiment so 
that the rate of reaction at point M was higher than that 
shown? 

One of the enzymes used in cellular respiration, 
phosphofructokinase, functions optimally at 50°C. 
Despite this, the rate of cellular respiration rapidly 
decreases at temperatures over 40°C. Explain why this 
is the case. 
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7 The fol lowing diagram illustrates one model of enzyme 
activity. 

0 
+ ► ----<►► + 

a Explain which of the two models of enzyme activity 
is being illustrated. 

b Explain how th is model of enzyme activity could 
be used to explain how some enzymes can act on 
multiple substrates. 

8 The breaking and formation of bonds between atoms 
during biochemical reactions results in changes in the 
energy content of the molecules. 

Energy used during a biochemical reaction 

r M 

K 
66 --------- ---- - -------------- - · 
i _____ _ _________________________________ t_ L _____________ _ 

cu reactants ...., 
0 
I-

products 

Progress of reaction 

The graph above shows the energy changes during 
one particular chemical reaction with and without an 
enzyme. 

a Identify the energy change represented by 

i K 
ii L 
iii M 

b Overall, would you expect energy to be absorbed or 
released in this reaction? Explain. 

c Explain which line shows the enzyme-catalysed 
reaction. 

9 Trypsin is a digestive enzyme secreted by the pancreas 
of vertebrate animals. A biologist studying enzyme 
activity isolated trypsin from a mammal and two 
different species of fish and tested the enzyme activity 
at d ifferent temperatures. The experimental resu lts are 
illustrated in the following graph. 

Enzyme activity in relation to body temperature 

trout perch dog 

0 10 15 20 25 30 35 40 
Body temperature (°C) 

a Define 'optimum temperature of an enzyme'. 

b Determine the optimum temperature for trypsin in: 

i trout 
ii perch 

iii dog 

c Describe what happens to the activity of t rypsin 
above the optimum temperature in each animal. 
Explain why this occurs. 

d Fish are ectotherms- they depend on external 
heat sources to regulate their body temperature. 
Suggest a reason for the d ifference in the optimal 
temperatures of the enzyme in trout and perch. 

10 An experiment was performed to investigate enzyme 
activity in three different species: the two-toed sloth (a 
mammal), an Arctic trout, and a bacterium from a 
thermal spring. The activities of the enzymes from 
each organism are plotted on the graph below. 
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a Suggest which graph belongs to each animal, giving 
reasons for your answer. 

b Why was no activity observed at 60°C for enzyme A? 
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11 The diagram below shows the enzymes involved in a 
metabolic pathway. 

- · ~ 
enzyme 1 enzyme 2 enzyme 3 enzyme 4 

The enzyme substrates are shown below. 

substrate 
A 

substrate 
B 

◄ 
substrate 

C 
substrate 

D 

a i Match each substrate with its enzyme. 
ii What was the basis of your decision? 

b The following molecule is the final product of the 
reaction. 

i If the concentration of the fina l product builds up 
in the cell, the reaction will stop. Explain how the 
increase in the concentration of the finc1I product 
stops the reaction proceeding. 

ii Is the product acting as a competitive inhibitor or 
an allosteric inhibitor? Explain your answer. 

12 The rate of reaction was investigated for an enzyme at 
different concentrations of substrate, marked 'original' 
in the graph below. The experiment was repeated with 
a small amount of a reversible competitive inhibitor 
added to the m ixture. Which curve (A, B, C or D) best 
represents the new conditions? Explain your choice. 
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13 A cardiopulmonary bypass, or heart- lung machine, is 
used to redirect blood flow from a patient undergoing 
complex heart surgery, as seen in the image below. 
The blood is oxygenated and pumped by the machine. 
It is also coo led, which keeps the patient's body 5-9°C 
below normal body temperature. Why would cooling be 
advantageous if blood f low had to be temp.orarily 
stopped during surgery? 

14 Conditions can vary greatly in Antarctica, from the co ld 
of the ice sheets to the superheated water surrounding 
undersea volcanoes. A psychrophilic (cold-loving) 
bacterium, Psychrobacter, thrives at temperatures 
between - l0°C and 42°C, while Mathanopyrus, 
a hyperthermopile, is known to reproduce in 
temperatures between 85°C and l l0°C. 
In a laboratory experiment, cu ltures of Psychrobacter 
and Methanopyrus were incubated at a temperature of 
60°C for three hours. The bacterial cu ltures were then 
returned to their optimal temperature and the growth 
of the bacteria in each culture was monitored. 

a What is meant by the optimal temperature for a 
protein? 

b Which of the cultures, if any, would you expect to 
show growth? Explain your reasoning. 
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15 Robert O'Hara Burke and Wi lliam Wills were famous 
Australian explorers. They were the first Europeans to 
cross Austral ia from south to north and nearly back 
again. It is thought that they perished from a lack 
of vitamin B1 (thiamine), a molecule that undergoes 
modification to become a coenzyme. 
Near the end of their lives, when they were stranded 
at Coopers Creek, they subsisted almost entirely on 
the ground sporocarps (spore cases) of the aquatic 
fern Marsilea drummondii, or nardoo (shown below). 
They mixed the flour f rom the nardoo sporocarps 
with water to make a type of thin uncooked porridge. 
Nardoo contains the enzyme thiaminase. The local 
Yandruwandha women also used nardoo in their flour 
to bake damper. 

Determine why the thiaminase in the nardoo may have 
caused the death of Burke and Wills, but not the local 
Yandruwandha people. 

16 Consider the fo llowing incomplete graph for an 
enzyme-controlled reaction in which the enzyme is 
present at concentration x. Assume there is a fixed 
amount of substrate present. 
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a Eventually the shape of the graph will change. 
Continue the line graph according to your 
expectations and explain what happens. 

b Redraw the graph for an enzyme concentration 
of 2x. 

17 The following graph il lustrates the relationship between 
the concentration of an enzyme substrate and enzyme 
activity. 
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Enzyme activity in relat ion 
to concentration of substrate 

p 

Concentration of substrate 

a Describe the re lationship between the substrate 
concentration and the rate of reaction from O to P 
units of substrate concentration. 

b What happens at and after point P? 
c The concentration of the enzyme is described as 

being a limiting-factor. Explain what this means. 
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18 During chemical reactions, changes in free energy 
occur. The change of energy is given as 6.G (delta G). 
A positive energy change means that there had to 
be an input of energy for the reaction to occur and a 
negative energy change means the reaction released 
energy. Energy released by one step can be used in 
subsequent steps. 
A particular metabolic pathway involves four enzymes 
(K, L, M and N) in a four-step pathway. Molecule A is 
the initial substrate of the pathway and molecule Eis 
the final product. 

K L M N 
A - B - C - D - E 

The energy requirements of each step (in joules) are 
shown in the table below. 

Step I dG Enzyme 

A- B +5 K 

B- C +2 L 

c - o - 6 M 

D - E -4 N 

a Identify which steps re lease energy. 
b Is the overall metabolic pathway likely to be building 

or taking apart large organic molecules? 

c The shape of enzyme K is shown below. 

- --- active site 

High concentrations of molecule E inhibit enzyme K. 

i What is the substrate for enzyme K? Draw a 
possible shape for this molecule. 

ii Draw a possible shape for molecule E. 
iii Using annotated diagrams explain how molecule 

E inhibits enzyme K catalysing the formation of 
molecule B, thereby regulating the pathway. 

19 Bile acids are processed in the liver to form bile salts. 
Bile salts are used in the small intestine to 
mechanically break down fats in the diet. The metabolic 
pathway for the formation of two bile acids is shown in 
the flow chart. The chart is simplified; some steps in 
the pathway between 3('3, 7a-dihydroxy-5-cholestenoic 
acid and chenodeoxycholic acid are not known, nor are 
some of the enzymes in the pathway. 

cholesterol 

cholesterol 7a-hydroxylase sterol 27-hydroxylase 

7 a-hyd roxycholestero I 27-hydroxycholesterol 

7 a-hyd roxy-4-cho lesten-3-one I 3P-hydroxy-cholesrenoic acid I 

stero/ 12a-hydroxylase oxysterol 7a-hydroxylase 

I 7<x. 12<x-dihydroxy-4-cholesten-3-one I 5l}-cholesten-3a.7a-diol 

3p. 7a-dihydroxy-5-cholestenorc acid 

5l}-cholesten-3a .7a. 12a-triol I '3a.7a-dihydroxy-5l} -cholestanoic acid I 

sterol 27-hydroxylase 

3a. 7 a.12a-tri hyd roxy-Sfl-cholestanoic acid 
I chenodeoxycholic acid I 

, 
I cholic acid I 

a One enzyme used in the pathway is sterol 
27-hydroxylase. If an individual was unable to make 
functional sterol 27-hydroxylase, would they be able 
to make bile acids? Explain your answer. 

b Infer whether it is likely that chenodeoxycholic acid 
acts as an inhibitor of sterol 27-hydroxylase. 

c Suggest how sterol 27-hydroxylase can cata lyse two 
different steps in the pathway. 
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20 One toxic product of cellular respiration is hydrogen 
peroxide (H 20 2). All living cells contain the enzyme 
catalase to speed up the breakdown of hydrogen 
peroxide to water and oxygen. The chemical breakdown 
occurs according to the following equation: 

2H20 2 - 2H20 + 0 2 

A group of students performed an experiment 
to investigate the effects of varying substrate 
concentration on the activity of catalase. Potatoes were 
used as a source of catalase. The potatoes were pureed 
and then the puree was strained to collect the potato 
juice, which contains the enzyme catalase. 

The equipment was set up to collect the oxygen gas as 
it was produced, as shown in the experimental setup 
below. The measuring cylinder was filled with water 
before being inverted into the tank, which was also 
filled with water. 20 ml of potato juice was placed in 
the flask and the flask was sealed as shown. 
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2 ml of hydrogen peroxide was drawn into the 
syringe and attached to the tube as shown. A 250 ml 
measuring cylinder and a 10 ml syringe with 1 ml 
graduations were used. The classroom clock was used 
to time the reaction. Timing began as soon as the 
syringe was depressed to mix the hydrogen peroxide 
and the enzyme mixture. 

In the first test, 2 ml of a 5% solution of H20 2 was 
used. Subsequent tests used 2 ml of 10%, 15%, 20% 
and 25% solutions of H20 2. The amount of oxygen 
produced in 5 minutes was measured. The results 
obtained by the students are shown in the table below. 

Volume of oxygen produced by increasing concentrations of H202 
when acted on by catalase from potato. 

Concentration of H20 2 I Volume of oxygen collected 

5% 9.5cm3 

10% 20 cm3 

15% 31 cm3 

20% 40.5cm3 

25% 52cm3 

a Why can the volume of oxygen produced be used as 
a measure of the activity of catalase? 

b i Plot a graph of the students' results. 

ii Consider the graph. What relationship appears to 
exist between the concentration of H20 2 and the 
volume of oxygen produced? 

c i Identify possible sources of error in the 
experimental design and equipment. 

ii For each source of error identified, suggest a way 
of reducing the error or its impact on the results. 

d How could the reliability and accuracy of the results 
be increased? 

e Why must the H20 2 and the potato m.ixture be kept 
apart until timing starts? 

f The breakdown of hydrogen peroxide releases heat. 

i Explain how this might impact on the results of 

g 

the experiment. 
ii How might you investigate the level of influence 

that the heat-producing nature of the reaction is 
having? 

Enzymes from plants often have a much greater 
range of temperatures over which they maintain 
their activity than mammalian enzymes. Why might 
this be the case? 
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Learning outcomes 
Photosynthesis is a biochemical pathway that captures the Sun's light energy and 
transforms and stores it as chemical potential energy. 

By the end of this chapter you wi ll have an understanding of how plants capture 
the Sun's light energy through biochemical pathways and where these processes 

take place in the cell. 

You will also learn the factors that affect the rate of photosynthesis and how 
biotechnological technologies are being applied to enhance photosynthesis and 
improve crop yields, and for other commercial applications. 

Key knowledge 
Photosynthesis as an example of biochemical pathways 
• inputs, outputs and locations of the light dependent and light independent 

stages of photosynthesis in C3 plants (details of biochemical pathway 

mechanisms are not required) 6.1 

• the role of Rubisco in photosynthesis, including adaptations of C3, C4 and CAM 
plants to maximise the efficiency of photosynthesis 6.1 

• the factors that affect the rate of photosynthesis: light availabi lity, water 
avai labi lity, temperature and carbon dioxide concentration 6.2 

Biotechnological applications of biochemical pathways 
• potential uses and appl ications of CRISPR-Cas9 technologies to improve 

photosynthetic efficiencies and crop yields 6.2 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 

OA 
✓✓ 



O Most plant species are C3 plants, 
including all trees, wheat, rice and 
soybeans. 

O A biochemical pathway is a series 
of chemical reactions that can occur 
inside a cell. 

O Photosynthesis is sometimes called 
carbon fixation. This is because 
carbon atoms from the carbon 
dioxide gas in the atmosphere are 
incorporated (fixed) into organic 
molecules, such as glucose. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ' . . . . . . . . . . . . . . . . . . . . . 

6.1 Characteristics of 
photosynthesis 
Living organisms need a constant supply of energy for cellular processes, growth 
and reproduction. Photosynthesis is the biochemical pathway that plants and 
other photosynthetic organisms use to convert energy from sunlight into chemical 
potential energy. In this sectio11, you will learn about the importance of 
photosynthesis for all life and the inputs, outputs and locations of the different 
stages of photosynthesis in C

3 
plants.You will also learn about tl1e role of the enzyme 

Rubisco in photos)rnthesis and the adaptations that C3, C4 and CAM plants l1ave to 
maximise the efficiency of photosynthesis. 

CELL REQUIREMENTS-ENERGY 
Energy exists in many forms. It is transformed from one form of energy to another 
but is not destroyed or created. The study of energy is called thermodynamics. 
The energy i11 sunlight is solar energy. Tl1e heat generated by your body is tl1ermal 
energy. When you turn a page, the movement involves kinetic energy. Chemical 
energy is the potential energy that can be released by a chemical reaction. Chemical 
reactions that require the input of energy are called endergonic reactions, 
while chemical reactions that involve the release of energy are called exergonic 

• reactions. 
Chemical energy is stored in the bonds or connections that join atoms together: 

for example> between atoms of carbon and hydrogen in organic compounds such 
as glucose, fats and proteins. The cells of all organisms use this chemical energy 
by breaking complex compounds dov,rn into simpler compounds. The chemical 
energy released during these biochemical reactions is then used to make a universal 
energy-carrying molecule called adenosine triphosphate (ATP). You learnt 
in Chapter 5 that ATP is formed when adenonsine diphosphate (ADP) and 
inorganic phosphate (Pi) combine during photosynthesis and cellular respiration. 
When ATP loses a phosphate molecule, ADP is formed and energy is released for 
use by the cell. You will learn more about A Tl"> in Chapter 7. 

Organisms can be divided into tvvo groups depending on tl1e strategies they use 
to obtain organic compounds, vvhich are in turn their source of energy. 
• Autotrophs (self-feeders) make tl1eir own organic compounds from inorganic 

compounds found in the soil and atmosphere. The conversion of inorganic 
compounds into organic compounds is called carbon fixation because the 
autotroph fixes inorganic carbon into organic molecules, such as glucose. 
Because autotrophs produce their own nutrients and all of the organic 
compounds in ecosystems, they are also called producers. At1totrophs include 
all of the green plants that carry out pl1otosynthesis. 

• Heterotrophs (other-feeders) obtain organic compounds by consuming 
(eating) otl1er organisms (autotrophs or otl1er l1eterotrophs). Because 
heterotrophs consume organic compounds, the), are also called consumers. 
Heterotrophs include all animals and fungi. 
Both autotrophs and heterotrophs use matter ( organic and inorganic 

compounds) to produce the energy required for all biological processes. 
Photosynthesis and cellular respiration are tl1e biochemical processes that cells 
use to transform matter into energy (Figure 6 .1.1). 
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Cyanobacteria) algae, phytoplankton and terrestrial plants produce glucose 
through the process of photosynthesis (Figure 6.1.2). This glucose is then used 
in the biochemical path\vay cellular respiration. You will learn more about cellular 
respiration in Chapter 7. 

CH,OH 

0 ,l.,-H:---0. H 

OH H 

~ 

~ 
sunlight 

plant cell 

Photosynthesis 
OH + cellular respiration 

H OH 

( glucose and oxygen ] 

itochon 

adenosine 
triphosphate (ATP) 

ATP is an energy-bearing molecule 
found in all living cells and can be 
used in the cell as a power source 
or released as heat. 

Cellular respiration 

animal cell 

'' 

carbon dioxide and water 

FIGURE 6.1.1 This cycle shows how plants obtain their energy using photosynthesis and cellular 
respiration. Animals obtain their energy via cellular respiration. 

FIGURE 6.1.2 Photoautotrophs use light energy 
to synthesise organic molecules from carbon 
dioxide and water. (a) On land, plants are the 
main photoautotrophs. In aquatic environments, 
the main photoautotrophs are (b) algae, like this 
kelp, and (c) prokaryotes called cyanobacteria. 
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O Photosynthesis is an enzyme
regulated biochemical process. 

light energy 

carbon dioxide (CO
2

) 

~~ 

water from roots 

6co 6H O light energy C H O 60 2 + 2 chlorophyll 6 12 6 + 2 

FIGURE 6.1.3 Simplified representation of 
photosynthesis 

FIGURE 6.1.5 (a) Deciduous plants such as the 
red maple decrease chlorophyll production in 
autumn before losing their leaves, revealing the 
colours of carotenoids. (b) This purple-leaved 
oxalis plant (Oxalis triangularis} contains the 
pigment anthocyanin. 

PHOTOSYNTHESIS-CONVERTING SOLAR ENERGY 
Photosynthesis ('photo' meaning 'light', 'synthesis' mearling 'putting together') is 
the process in which plants and other photoautotropluc orgarusms obtai11 energy 
from sunlight to make tl1eir own organic compounds (Figure 6 .1. 3) . Pl1otosynthesis 
is critically important for life 011 Earth. Carbon fixation and the production of plant 
matter is essential for providing energy and biomass in both aquatic and terrestrial 
ecosystems. Plants can produce all the organic compounds they need from the 
glucose they produce during photosynthesis, as long as they obtain necessary 
minerals, such as 1utrates, from the soil (Figure 6.1.4). 
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and water 
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lipids 
(plasma membrane, 
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proteins 

(cell structures, 
enzymes) 

FIGURE 6.1.4 Plants can make all the organic compounds they need from the glucose they produce 
through photosynthesis. 

Photosynthesis in non-green plants, protists and cyanobacteria 
All plants (as well as many protists and cyanobacteria) contain chlorophyll, a 
green pigment that is able to absorb different ligl1t wavelengths (colours), except 
for green. However, not all pigments are green. Since each pigment captures 
only a narrow range of the visible light spectrum, there are usually several kinds 
of pigments present, each of a different colour. In some plants that contain other 
pigments, tl1ese masl< the green chlorophyll and the plant 1nay not appear green. 

These other pigments absorb light at various ranges of the visible light spectrum, 
giving the leaves different colours, including red (phycobiliprotein), orange and 
yello,,.,, (carotenoids) and purple (anthocyanin) (Figure 6.1.5). These pigments 
broaden the range of light that can be absorbed by the plant. They are known as 
accessory pigments because they cannot pass their absorbed energy directly to 
the photosynthesis biochemical path,va)'. Instead, they transfer it to chlorophyll to 
then be used in photosynthesis. Accessory pigments also have functions other than 
a role in photosynthesis. For example, carotenoids are involved in protecting plants 
from overexposure to excess sunlight by dissipating excess sunlight as heat. Other 
accessory pigments act as antioxidants or are used to attract pollinators. 
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CASE STUDY ANALYSIS 

Photosynthetic pigments 
Photosynthetic pigments are coloured substances that 

collect the light energy that is used in photosynthesis. 

Chlorophyll is the most abundant and visible 

photosynthetic pigment found in plants. 

The rate of photosynthesis is highest under 
red light (between 650 and 700 nm). The rate of 

photosynthesis is also high under b lue and violet 

light (between 400 and 450 nm). The lowest rate of 

photosynthesis occurs under green light (between 500 
and 600 m) (Figure 6.l.6a). 

Chlorophyll absorbs many of the colours that make 

up the spectrum of white light, but it reflects green 

light. There are several types of chlorophyll found in 

photosynthetic organisms. 

• Chlorophyl l a is found in all photosynthetic 
' organisms. 

• Chlorophyl l bis found in some plants. 

• Chlorophyl l c is fou nd in algae. 

• Chlorophyl l d and fare found in cyanobacteria. 

The d iffe rent types of ch lorophyll have slightly 

different molecular shapes and therefore absorb 
different wavelengths of light (Figure 6.l.6b). The 

peaks in t he spectrum show that red, blue and violet 
light are all strongly absorbed, while yellow is absorbed 

to a lesser extent and green is not absorbed at al l. 

By comparing Figures 6.l .6a and 6.l .16b, you can 

see that the pattern of photosynthetic activity is very 

simi lar to the absorption spectrum of chlorophyll . 

Accessory pigments absorb and capture light at 
different wavelengths to chlorophyll (Figure 6.1.7). 

Analysis 
1 How can a range of accessory pigments assist the 

survival of a photosynthetic organism? 

2 Describe how the wave length ranges for the 
absorption of light of chlorophyll a and beta 
carotene differ. 

3 Phycocyanin is an accessory pigment found in 
cyanobacteria. It is commercially valued, harvested 
and sold for nutritional supplements and as a 
natural dye for food and cosmetics. 

a Using the absorption spectrum in Figure 6.1.7, 
determine what colour phycocyanin is. Give 
reasons for your answer. 

b Samples of cyanobacteria were grown under 
either orange, ye llow or white light. Determine 
which wavelength wou ld prod uce the greatest 
rate of photosynthesis and therefore more 
biomass of cyanobacteria for harvesting. 
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b 
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FIGURE 6.1.6 (a) The rate of photosynthesis occurs at different rates in light 
of different wavelengths. (b) Different types of chlorophyll absorb different 
wavelengths of light. 
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FIGURE 6.1.7 Absorption spectra of different photosynthetic accessory 
pigments 
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O During photosynthesis 12 H20 are 
consumed and 6 H

2
0 are produced. 

A simpler equation for photosynthesis 
only shows the net water consumed: 

6C02 + 6H20 ---+ C6H120 6 + 602 

O Light energy is written above 
the arrow in the equation for 
photosynthesis, as it is not a reactant 
of photosynthesis, but it is required 
for t he reaction to take place. 

BIOFILE 

Glucose reserves in 
flowering plants 
Plants often produce more glucose 
than they need and there is an obvious 
survival advantage in being able to 
store energy reserves. Energy reserves 
enable plants that were dormant over 
winter to grow rapidly in spring. Energy 
stores are also important for plants 
such as desert plants that must flower 
and fruit very rapidly after rain. Plants 
store carbohydrates mainly in the form 
of starch, a large molecule made up of 
glucose subunits. The starch molecules 
cluster into dense granules in cells. The 
seeds of many plants contain a store 
of oils and carbohydrates to provide 
energy for the growth of the new 
seedling (see figure}. 

Young plant growing from a seed 

PHOTOSYNTHETIC REACTIONS 
Photosyntl1esis is a complex process in wluch solar energy is con,,erted into chemical 
energy and stored in the form of glucose. The glucose formed in photosynthesis 
may be: 

• used as an immediate source of energy by the plant 

• stored by the plant as starch for later conversion back to glucose and use as a 
source of energy 

• used as a cl1emical starting point for tl1e synthesis of complex compounds, such 
as cellulose and proteins. 

The oxygen (0
2

) formed in photos)rnthesis may be used by the plant for cellular 
respiration or released into the atmosphere. 

Photosynthesis is a multistage process, but it is usually summarised in the 
following vva)1: 

INPUTS 

carbon 
dioxide 

+ water 
light energy 

chlorophyll 

light energy 

chlorophyll 

OUTPUTS 

glucose + ~rater + oxygen 

Each stage involves a series of biochemical reactions, often referred to as a 
biocl1emical pathway (or metabolic pathvvay). Each reaction in the pathway is 
catalysed (accelerated) by a particular enzyme and spread over nvo stages: light
dependent reactions and light-independent reactions. 

Location of photosynthetic reactions-chloroplasts 
In the cells of eukaryotic autotrophs, photosynthesis occurs in organelles called 
chloroplasts. Cl1loroplasts are found in the cells of the leaves and green stems 
of plants, whicl1 are green because of the pigment chlorophyll that is inside the 
chloroplasts. The chlorophyll molecules absorb energy from sunlight, the essential 
first stage of photosynthesis. 

In vascular plants, chloroplasts are found in the mesophyll cells, which make 
up the upper surface of the leaves. T he location of mesophyll cells near the upper 
surface of the leaf means that the chloroplasts have maximum exposure to sunlight, 
increasing the rate of photosynthesis. 

Each chloroplast has an outer and an inner membrane, wluch together regulate 
the movement of materials into and out of the organelle. Inside these membranes 
is a fluid matrix called stroma and a l1igl1ly complex inner thylakoid membrane 
system (Figure 6. 1.8). 

Light-dependent reactions 
The first stage of ph otosynthesis is the light-dependent reactions ( or light 
reactions), which can only take place in the prese11ce of light. The thylal,oid 
membrane is the site of the light-dependent reactio11s of photosyntl1esis. Molecules 
of chlorophyll are embedded in the thylakoid membrane where they absorb light and 
convert the light energy to chemical energy. The thylakoid membrane is extensively 
folded vvith a lugh surface-area-to-volume ratio. The folded structure of the 
thylakoid membrane increases the efficiency of the light-dependent photosynthetic 
reactions. Figure 6. 1.8 shows that the thylak:oid membranes fold to form flat hollow 
discs, ,vhich form stacks called grana (singular granum). Each granum looks like 
a stack of coins. Between tl1e grana are flat membrane sheets called thylakoid 
lam ellae. 

Chlorophyll captures solar energy and uses it to produce the energy-carrying 
A 1 ... P molecules and nicotinamide adenine dinucleotide phosphate (NADPH) . 
During tlus process, photolysis occurs, where water is split into hydrogen ions and 
oxygen gas (Figure 6. 1. 9). 
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b 
inner membrane outer membrane 

stroma 

thylakoid - -.F---: 
lamella 

thylakoid 
granum 

FIGURE 6.1.8 (a) Transmission electron microscopy image of two chloroplasts in a cell in the leaf of 
a pea plant (Pisum sativum) . The chloroplasts are seen here in side view, and the grana are coloured 
yellow. (b) Diagram showing the main structures of a ch loroplast 

Inputs 
NADP• 

Outputs 
NADPH 

ADP + pl ATP 

FIGURE 6.1 .9 In the first stage of photosynthesis (the light-dependent reactions), water is split 
into 02 and hydrogen. The 02 is released as a gas. The NADPH and ATP are used in the second 
stage of photosynthesis. 

Light-independent reactions 
The second stage of photosynthesis is the light- independent reaction s ( or dark 
reactions), which do not require solar energy. T hey do require tl1e NADPH and 
AT P produced in the light-dependent reactions. ATP provides the energy for the 
light-independent reactions. This energy is needed to com bine carbon dioxide 
(CO2) with hydrogen ions (also from the ligl1t-dependent reactions) to form 
glucose and water (Figure 6.1.10) . T he light-independent reactions take place in 
the stroma (fluid part) of the chloroplasts. 

Inputs 

NADPH 

ATP 

Outputs 

NADP+ 

FIGURE 6.1.10 In the second stage of photosynthesis (the light-independent reactions), CO2 is 
reduced to form the sugar glucose. 

O NADP• is a carrier molecule. It can 
receive hydrogen ions to become 
NADPH. 

O ADP can create a temporary bond 
with inorganic phosphate (Pi) to 
become ATP. ATP is an energy
carrying molecule. 
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14 

grana 

The main stage of the light-independent reactions is the Calvin cycle (Figure 
6.1.11) . The identifiable product of the Calvin C)'Cle is a three-carbon carbohydrate 
called glyceraldehyde-3-phosphate (GAP). In the cytoplasm, two GAP molecules 
combine to produce the glucose molecule that is normally identified as the product 
of photosynthesis. The remaining GAP molecules are recycled into ribulose 
1,5-bisphosphate (RuBP), vvhich is the starting molecule of the light-independent 

. 
reaction. 

product of 
photosynthesis 

glucose 
(6-carbon molecule) 

carbon dioxide (CO
2

) 

f rom the atmosphere 

enzyme 

from the 
light-dependent 
reactions 

ATP and NADPH 

Calvin cycle 

glyceraldehyde-3-
..._ ___ phosphate (GAP) ~-___;::::::... _ _.-

(3-carbon molecule) 

FIGURE 6.1.11 Carbon dioxide from the atmosphere feeds into the Calvin cycle, which uses energy 
carried by ATP and NADPH from the light-dependent reactions. 

For a plant to produce energy, the two stages of photosynthesis are tightly 
interlinked. The first stage captures light and stores the energy in the bonds of the 
molecules ATP and NADPH. In the second stage, tl1e ATP is broken down to ADP, 
releasing energy for the plant to use and the electrons from NADPH to co11vert the 
carbon dioxide to glucose (Figure 6.1 .12). 

Light-dependent reactions 

light energy 

Light-independent reactions 

/ 
water (H

2
0) oxygen gas (02) stroma glucose 

-
PA 
7 

+ chlorophyll + (C6H1206) 

ADP+ pl ATP + 
enzyme 

+ 
NADP• 

+ pathway water (H
2
0) 

NADPH + 
+ ADP+ P1 

carbon dioxide (CO
2
) + 

NADP• 

FIGURE 6.1.12 Photosynthesis occurs in two phases. The light-independent reactions require the 
energy-carrying molecules, ATP and NADPH, generated by the light-dependent reactions. 

Photosynthetic pathways-C
3

, C 4 and CAM 
Plants living in different environments have different metabolic needs. For exan1ple, 
plants living in hot, dry environments need to conserve more water than those living 
in cool, wet environments. In response to different environmental conditions, plants 
have evol,red three photosynthetic pathways, known as C

3
, C 4 and crassulacean 

acid metabolism (CAM) photosynthesis. 
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C3 plants 

C
3 

plants always use the Calvin cycle for carbon fixation . These plants can fix 
carbon directly from carbon dioxide. The enzyme responsible for this is Rubisco 
(ribulose-1,5-bisphosphate carboxylase/oxygenase). Rubisco removes tl1e carbon 
from carbon dioxide, adds it to a 5-carbon molecule (ribulose bisphosphate) and 
then splits this into two 3-carbon molecules (phophogycerate) that can be used by 
tl1e cell (Figure 6.1.13). 

( Rubisco) 
--~-....:::::: 

3RuBP 

®0000-0® \ 

carbon fixation 

O The enzyme Rubisco is an abundant 
protein in chloroplasts that fixes 
inorganic carbon (atmospheric CO

2
) 

into organic sugar molecules that the 
plant can use. 

3 (ADP) ~ 

3 (ATP)-
OOO(B 63-PGA Carbon fixation by the enzyme Rubisco 

---------~OOO®~~ ~p:j__ ~ .-6 (ATP) 
5-carbon (RuBP) 1-carbon (CO2) 

( regeneration ) 
6 ~ 

~ 6 ( NADPH) (-r-ed_u_c_t-io-n~) 

6 ( NADP+) 
5 Q00® 

5 G3P are recycled 

JeQe® 
1 G3P goes to make glucose 

FIGURE 6.1.13 Role of the enzyme Rubisco in the Calvin cycle 

Altl1ough Rubisco plays an essential role in photosynthesis, it is relatively slo1vv 
compared to other enzymes. Plants have adapted by prodt1cing high concentrations 
of Rubisco ,vithin each chloroplast. Rubisco is believed to be the most abundant 
protein on Earth. 

Tl1e otl1er factor tl1at makes Rubisco inefficient in creating sugar molecules is 
its lack of specificity for carbon dioxide. Oxygen competes 1vvith carbon dioxide 
for the binding site, leading to the pathway photorespiration. 1~his results in the 
loss of between one-quarter and one-half of the fixed carbon) whicl1 can no longer 
be synthesised in the Calvin cycle. At higher temperatures, the loss is even greater, 
posing a distinct problem for the C

3 
plant. This happens because, under higher 

temperatures, the plant closes its stoma (pores in the leaf surface) to reduce 1vvater 
loss by evaporation. Oxygen builds up inside the leaf, leading to a low CO2 : 0 2 
ratio and increasing the chances of oxygen binding to Rubisco. This has led to the 
evolution of physical and biochemical adaptations in C4 and CAM plants. 

C
4 

and CAM photosynthesis are adaptations to conserve water and to maximise 
the efficienC)' of photosynthesis. 

C4 plants 

C
4 

plants include many grasses and crops, such as sugar cane (Figure 6. l .14a) 
and sorghum, and operate differently from C3 plants in the follo1vving nvo ,vays: 
• Instead of Rubisco, an enzyme called phosphoenolpyruvate carbox)rlase 

(PEPCase) is used to capture carbon dioxide. PEPCase is less likely to bind 
to oxygen and therefore pl1otorespiration is less likely to occur. This is an 
advantage for plants living in hot, dry environments. 

C 

2 x 3-carbon (3-PGA) 

FIGURE 6.1.14 (a) C4 (sugar cane) and (b) CAM 
(pineapple) plants are important commercial 
crops in tropical Queensland. 
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I CASE STUDY I 

Bionic Leaf and bacteria 
make liquid fuel 
Scientists from Harvard 
University have created a 
system that uses bacteria and 
solar energy to manufacture 
a liquid fuel from water (H20) 

and carbon dioxide. The 
researchers set out to develop 
a renewable energy production 
system that would mimic the 
process of photosynthesis but 
be more efficient. They created 
a structure known as the 
Bionic Leaf and paired it with 
bacteria that use hydrogen 
(H2) and carbon dioxide as 
energy sources. 

The Bionic Leaf uses 
electricity generated by 
a solar panel to split 
water into its component 
elements (hydrogen and 
oxygen) by photolysis, just 
as photosynthesis does. 

FIGURE 6.1.15 The Bionic Leaf is 
a renewable energy production 
system that mimics the natural 
process of photosynthesis. 

The electrodes of the Bionic Leaf are submerged in a vial 
containing water and the soil bacterium Ralstonia eutropha 
(Figure 6.1.15). The water-splitting reaction occurs when 
an electric voltage from the solar panels is applied to the 
electrodes of the artificial leaf. The bacteria feed on the 
hydrogen generated from the reaction, along with carbon 
dioxide bubbles that are added to the system. The bacteria 
use this food source and produce isopropanol as a by
product. 

This system can now convert water and carbon dioxide 
to fuel at an efficiency of 3.2%-triple the efficiency of 
photosynthesis. This is due to the solar panels, which have 
a greater capacity to harvest sunlight than most plants. The 
researchers' findings were published in 2015 and have great 
potential for use in many powerful applications. Efficient 
renewable energy production and storage is one of the 
important areas where this technology could be applied. 

Genetic engineering of bacteria also creates many 
possibilities for the synthesis and metabolism of a wide 
variety of chemicals. This might create countless applications 
for the technology, in both the production of compounds and 
the removal of chemical pollutants from the environment. 
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• Pl1otosynthetic reactions occur in different cells 
in the plant. Carbon is taken up by PEPCase 
in the mesophyll cells, ,vhere it is added to the 
otl1er carbons, f ornung a four-carbo11 molecule, 
rather than the three-carbon molecule made 
in the C

3 
pathway. T he four-carbon molecule 

(called oxaloacetate) is converted to pyruvate 
and transported to the adjacent bundle sheath 
cells, where it releases carbon dioxide for carbon 
fixatio11 by Rubisco in the Calvin C)7cle. Carbon is 
transported from many mesophyll cells to fewer 
bundle sheath cells, resulting in a high ratio of 
carbon dioxide to oxygen in the bu.ndle sheath 
cells, vvhich further inhibits photorespiration. 

The C 
4 

and CAM path,vays are similar in many 
ways, with CAM plants using Rubisco in the same 
way as C

4 
plants. T he main difference bet\veen the 

Mo pathways is in how and where the plants tal,e up 
and conce11trate carbon dioxide. C

4 
plants separate 

the uptake of carbon dioxide and the Calvin cycle 
spatially (in 1nesophyll cells and bu.ndle sheath cells) , 
while CAM plants separate these reactions over time 
( day and night). Both types of plants concentrate 
carbon dioxide around Rubisco in the chloroplasts to 
increase the efficienC)' of photosynthesis. 

CAM plants 

CAM photosynthesis is common in plants that live 
in hot, dr)' environments, such as deserts. In CAM 
plants, the stomata only open at nigl1t to collect 
carbon dioxide. Rather than using the carbon dioxide 
immediately, as non-CAM plants do, tl1e plant stores 
the carbon dioxide in cell ,,acuoles as an organic 
compound called malic acid. During the day, the 
malic acid is transported to the chloroplasts, where 
it is used to produce the carbon dioxide needed 
for photosynthesis. By storing the carbon dioxide 
required for photosynthesis at night, the plant can 
close its ston1ata during the heat of the day to reduce 
water loss. While this pathway allovvs CAiv1 plants 
to survive in extreme heat and aridity, it limits the 
amount of sugars the plant can produce and is the 
reason that man)' desert plants are slovv grovving. 
Examples of CAM plants are cacti, orchids and 
pineapples (Figure 6. l. l 4b on page 217). 



I CASE STUDY I 

Plants and microbes provide electricity 
in the Amazon rainforest 
When f loodwater damaged cables supplying electricity 
to an Indigenous community in the eastern Amazonian 
region of Ucayali, 65% of the community was left w ithout 
power. 

A research team at the University of Engineering and 
Technology (UTEC) in Lima, Peru, wanted to provide 
a clean, renewable source of electrical light to the 
community. Using findings from research on plant
microbial fuel cells, a research team of seven professors 
and eight students developed a lamp powered by plants 
and microbes (Figure 6.1 .16). 

The 'plant lamp' technology takes advantage of a 
natural energy exchange between photosynthesis, plant 
roots and soil bacteria. During photosynthesis, excess 
energy that is generated by the plant is excreted through 
the root system into the soil in the form of organic matter. 

FIGURE 6.1.16 The plant lamp generates 
a clean and safe source of light. 

-= 

0 
The energy can light an LED 
lamp equivalent to a 
conventional 50-watt lamp 
for at least two hours. 

I , 

,, 

Microbes, known as Geobacter, inhabit the soi l around the 
plant roots and break down the plant's organic matter, 
releasing electrons as a waste product. The 'plant lamp' 
uses a grid of electrodes to capture the free electrons in 
the soi l and stores the energy in a battery, which is used 
to power a low energy-consumption, high-illumination 
LED light bulb. 

This innovation has very real economic and educational 
benefits for people in the remote Ucayali community. The 
'plant lamps' can generate a clean and safe source of light 
for two hours per day and have the potentia l to be used in 
many renewable energy applications. 

The excess energy generated by 
the plant is excreted through 
the root system as organic 
matter. Microorganisms 
present in the soil break it 
down and release electrons. 

u-----
0 

During the day the 
current flow charges a 
conventional battery. 

e 
A grid of electrodes captures 
the free electrons and 
generates a current flow. 
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6.1 Review 

SUMMARY 

• Photosynthesis is a complex process in which solar 

energy is converted into chemical energy and stored 

in the form of glucose. 

• Photosynthesis is carried out in two stages: 

light-dependent reactions and light-independent 

reactions. 

• Light-dependent reactions occur in the grana in the 

ch loroplasts. Water is spl it and oxygen is released as 

a product. 

KEY QUESTIONS 

Knowledge and understanding 
1 Name the organisms that make their own organic 

compounds from surrounding inorganic compounds. 

2 Identify three possible uses by a plant for glucose 
formed by photosynthesis in the plant. 

3 Write the balanced chemica l equation for 
photosynthesis. 

4 The following questions relate to the light-dependent 
reactions of photosynthesis. 

a Where in the chlorop last do these reactions occur? 

b Which reactant is requ ired for th is reaction? 

c What is the role of NADP+ and ADP in this reaction? 

5 What process occurs in the stroma and what is the 
final product of this stage? 

OA 
✓✓ 

• Light-independent reactions occur in the stroma in 

the chloroplasts. Carbon dioxide is reduced to form 

glucose. 

• Rubisco (ribulose-1,5-bisphosphate carboxylase/ 

oxygenase) is an essential enzyme involved in 

carbon dioxide fixation in the Calvin cycle. 

• Plants have evolved three photosynthetic pathways 

in response to different environmental conditions: 

C3, C4 and CAM. 

Analysis 
6 Name and differentiate between the photosynthetic 

pathways plants have developed in response to 
different environmental conditions. 

7 Explain the significance of the thylakoid membrane 
being a continuous highly folded membrane. 

8 The picture below compares runner bean plants 
(Phaseolus coccineus) grown in the light (left) with 
those grown in the dark (right). Use your knowledge of 
photosynthesis to answer the fo llowing questions. 

a Describe the physical differences between the 
plants grown in the light and those grown in the 
dark. 

b Would you expect both groups of plants to have the 
same amount of chlorophyll in their leaves? Why or 
why not? 

c Which stage of photosynthesis is affected? 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
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220 AREA OF STUDY 2 I HOW ARE BIOCHEMICAL PATHWAYS REGULATED? 



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

6.2 Factors that affect the rate 
of photosynthesis 
As for all biochemical processes, the rate of photosynthesis varies according to 
the internal conditions of the cell, which in turn are often affected by the external 
environmental conditions. 

The main factors that control the rate of photosynthesis are: 
• light availability 
• water availability 
• temperature 
• carbon dioxide concentration. 

The availability or concentrations of these factors may limit the rate of the 
reactions in the photosynthesis patl1wa)r. 

For each factor, there is an optim11m amou.nt at vvhich photosynthetic reactions 
proceed at the fastest rate. Below the optimum le,,el, reactions slow do~7n. Above 
the optimum, reactions do not proceed any faster-in fact, they sometimes occur 
more slowly. 

The factor that is present in the smallest amount is the limiting factor. Only 
one factor will be limiting at a particular time. For example, if a plant is in the 
process of photosynthesis and there is a large amount of carbon dioxide available 
but not e11ough light, then light is a limiting factor. If there is enougl1 light but not 
enough carbon dioxide, then the concentration of carbon dioxide is the limiting 
factor (Figure 6.2.1). 

In this section, you will learn about the factors that affect the rate of photosynthesis. 
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Factors that limit photosynthesis 
at varying light intensity 

higher concentration of CO2 

higher temperatu:_:_re=--- -

higher c centration of CO2 
low ten-vnerature 

low concentration of CO
2 

low temperature 

Light ava ilability 

photosynthesis 
limited by some 
other factor 

photosynthesis 
limited by 
temperature 

photosynthesis 
limited by carbon 
dioxide 

r1GURE G.2.1 Carbon dioxide concentration, light ava ilability and temperature are limiting factors 
for photosynthesis. 

CARBON DIOXIDE 
The level of carbon dioxide in the air remains relatively constant. The factors that 
affect the amount available for photosynthesis in n1ost terrestrial plants are the 
number of stomata in the lea,,es and whether these stomata are open or closed. If 
the stomata are closed, photosynthesis will use up the carbon dioxide inside the 
leaf, therefore lowering the concentration of carbon dioxide in tl1e leaf. With less 
carbon dioxide available, the rate of photosynthesis, even in the presence of light, 
will be limited. 

BIOFILE 

The unexpected result of 
rising carbon dioxide levels 
The rising atmospheric CO2 levels and 
consequent global warming wi ll lead 
to increased rates of photosynthesis in 
plants. This means plants will produce 
more .glucose, and it has long been 
predicted that crops wi ll therefore grow 
more quickly. Scientists studying the 
effects of elevated CO2 levels on some 
important crop plants have, however, 
made some unexpected and alarming 
findings. In experiments in which 
crops were grown in an atmosphere 
with artificially elevated CO2 levels, it 
was shown that although overall plant 
growth increased, levels of zinc, iron 
and protein in the plants decreased. 
People rely on food from crops 
for these important nutrients, and 
decreased levels may lead to serious 
malnutrition for people throughout the 
world . 

O Terrestrial plants receive t heir CO2 
from the air. Aquatic plants can ut ilise 
the CO2 dissolved in the water. 
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The rate of photosynthesis at 
different CO2 concentrations 

CO
2 

concentration 

FIGURE 6.2.2 Effect of CO2 levels on the rate of 
photosynthesis 

FIGURE 6.2.4 This plant has wilted due to water 
loss reducing the turgor inside the cells. 
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The rate of photosynthesis at 
different light intensities 

Light availability 

FIGURE 6.2.5 Effect of light availability on the 
rate of photosynthesis 

FIGURE 6.2.6 (a) Plants growing on the forest 
floor will receive less light than taller trees. 
(b) Aquatic photosynthetic organisrns, such as 
this sea kelp, can only grow near the water's 
surface. As you move deeper underwater, there 
is less light available. 

In the laboratory it is possible to control the concentration of carbon dioxide 
to which plants are exposed \Vithout changing other factors. Figure 6.2.2 shows a 
comparison of the rate of photosynthesis for a particular species of plant exposed 
to different concentratio11s of carbon dioxide. 

WATER AVAILABILITY 
Photosynthesis requires \¥ater, carbo11 dioxide and light energy. Because the amount 
of water used in photosynthesis is small compared with the amount needed to keep 
the cells alive, a living plant cell normally has sufficient water for photosy11thesis to 
occur. Therefore, water does not have a direct effect on the rate of photosynthesis 
in nature. However, it does have an indirect effect. If a plant is suffering from water 
stress, the stomata in the leaf close and reduce the availabilit)r of carbon dioxide 
(Figure 6.2.3). When water is not available, the plant cells lose water, reduci11g tl1e 
turgor (pressure) inside the cell. Therefore, the cells cannot maintain a rigid shape 
and the plant collapses (Figure 6.2.4). This \Vill have a further impact in regions 
,vhere the climate is changing. 

LIGHT AVAILABILITY 

FIGURE 6.2.3 This coloured scanning 
electron micrograph image of a tobacco 
leaf shows one open stoma and one 
closed stoma. When a stoma is open, 
gas exchange can occur and water 
molecules can escape. 

In the laborator)', chloroplasts can be extracted from plant cells and tested in 
isolation. By var)ring the amount of light shining on these isolated cl1loroplasts, 
,vhile l,eeping the carbon dioxide levels constant, it is possible to measure the rate at 
,,vhich photos)rnthesis occurs at different light levels. The results of this experiment 
are sho\.vn in Figure 6.2.5 and present ,vhat we refer to as a light saturation 
curve. The curve shows a steady increase in the photosynthesis rate with an 
increase in light intensity until a plateau is reached. The plateau indicates th.at 
there is a maximtrm rate at ~rhich photosynthesis can occur. Assuming unlimited 
amounts of carbon dioxide (and water), the limit ,vill be the point at \.Vhich all of 
the photosynthesis systems and enzymes in the chloroplasts are working at their 
optimum rate. 

In the natural environment, the amount of light available to a plant for 
photosynthesis will be determined by the amo11nt of sunlight in its environment. 
Sunlight will vary during the cycle of a day and \.vill change with the seasons and the 
,veather. Trees and taller plants ~rill shade plants on the forest floor, and tl1e amount 
of light available to aquatic plants will be dependent on how far underwater they 
grow (Figure 6.2.6). 
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Figure 6.2.7 sho,,vs that tomato plants grown in unshaded conditions have 
greater rates of pl1otosynthesis than plants grovvn in shaded conditions. 

Photosynthesis rate of isolated chloroplasts at different light intensities 
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FIGURE 6.2.7 Light saturation curves of chloroplasts extracted from tomato plants grown under 
shaded and unshaded conditions 

TEMPERATURE 
All ligl1t-dependent and ligl1t-independent reactions are catalysed by enzymes. In 
Chapter 5 you learnt that the rate of an enzyme reaction is affected by temperature. 
Enzyme activity initially increases as temperature increases, but enzyme molecules 
become denatured above optimum temperatures and can no longer function. For 
this reason, the rate of photosynthesis ,vill approximately double for ever y increase 
in temperature until the optimum temperan1re is reacl1ed. Above the op timum 
temperature, the rate of photosynthesis will not stay level. It will decline steeply as 
the enzymes become denatured and the chemical processes involved in the light
independent reactions cannot be catalysed (Figure 6.2.8) . Different plants are 
adapted to different environments so there is no fixed optimum tem perature for 
plant enzyn1es. T he enzymes in a cactus vvill have a higher optimum temperature 
than those in an aquatic plant in cool water. 
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FIGURE 6.2.8 Rate of photosynthesis at different temperatures. The shape of the curve is typical of 
those shown for enzyme reactions. The rate rises with temperature to the optimum temperature 
(T. optimum) and then falls to zero at high temperatures as the photosynthetic enzymes denature. 

2000 

O When the temperature is below the 
optimum range of an enzyme, there 
is low kinetic energy {movement) in 
the molecules. Therefore the rate of 
photosynthesis is low, as the water 
and CO2 molecules are moving 
slower. 

O Plants from Arctic regions will have 
a lower optimum temperature range 
than plants found in tropical climates. 

-
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CRISPR-Cas9 TECHNOLOGY-IMPROVING CROP YIELD 
AND PHOTOSYNTHETIC EFFICIENCY 
The CRISPR-Cas9 system is a gene editing technique tl1at has bee11 used to edit 
plant genomes since 2013. You learnt about the mechanisms of the CRISPR-Cas9 
S)rstem in Chapter 4. CRISPR-Cas9 technology is expanding rapidly, due to its 
simplicit)r, efficiency and precision. It is now being used to study the genomes of 
agricultural crops and target genes of interest to ensure our increasing demand for 
food, feed and fuel is met. As well as being a faster way to produce beneficial 
characteristics tl1an traditional crossbreeding techniques, CRISPR-Cas9 allows 
genetic diversity to be maintained within a species. 

The steps used to edit an organism's genomes using CRISPR-Cas9 technologies 
and an example of a recent alternative approach based on the CRISPR-Cas9 
system are illustrated in Figure 6.2.9. 
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FIGURE 6.2.9 (a) The CRISPR- Cas9 editing tool. (b) CRISPR-Cas9 technology introducing a point mutation into a rice genome to 
disrupt the gene function, resulting in beneficial characteristics for the organism 
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The application of CRISPR-Cas9 technologies is vast. It includes impro,ring 
resistance to abiotic and biotic stresses, increasing photosynthesis efficiency, 
genomic functional studies, improving fruit quality (texture, colour and flavour), 
enhancing shelf life and i11creasing levels of nutritio11 and bioactive compounds. I11 
rice crops, CRISPR-Cas9 technology has been used to increase the levels of amylase 
(an enzyme that breaks down starch) and amylase (resistant starch) to improve 
l1uman l1ealth. This technology may allovv developing countries to grow crops that 
are nutrient-fortified or better adapted to environmental challenges. Figure 6.2.10 
and Table 6.2.1 outline some of the uses and applications of the CRISPR-Cas9 
tech11ology on a variety of crops. 
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cucumber 

orange grapes 

flax 

' · ~ ) ,. 
cotton soybean maize 

·~ 

34 3----- • 

switchgrass 

3 
potato 

rice 5~ 

7 

oilseed rape 
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FIGURE 6.2.10 Number of genes modified in crop plants using CRISPR-Cas9 technology 

TABLE 6.2.1 Examples of genome ed iting using CRISPR-Cas9 technology for crop improvement 

Application I Crop I Trait 

resistance to abiotic stresses 

resistance to biotic stresses 

improved fruit quality 

tomato 

watermelon, corn, rice, soybean 

tomato, grape, wheat 

cacao 

cucumber 

apple 

tomato 

tomato, rice, potatoes 

. 
nee 

wheat 

heat tolerance, frost tolerance 

herbicide tolerance 

resistance to powdery mildew 

resistance to Phytophthora palmivora 

resistance to cucumber vein yellowing virus (ipomovirus) 

resistance to fire b light disease 

purple colour, yellow colour, increase in lycopene (red pigment 
with antioxidant properties) 

enhanced shelf life 

increase in amylose (resistant starch) content 

increase in grain weight and protein content 
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Crop yield 
CRISPR-Cas9 technology has been used to modif)' the genomes of many crop 
plants, allowing them to resist stresses and increasing crop yield. CRISPR-Cas9 
technology has been used to make crops resilient to abiotic stresses such as flooding, 
drought, extreme temperatures and soil salinity, which can lead to the loss of crops 
and income (Table 6.2. 1 on page 225) . Conventional plant breeding methods have 
not been very successful i11 producing plants ,vith increased resilience to these 
stresses. One reason may be that these mechanisms involve the coordination of a 
number of genes. 

CRISPR-Cas9 technology can precisely target one or several genes at the same 
time to determine vvhich genes are involved and target them appropriately. For 
example, plants grovvn in areas tl1at are prone to flooding are being produced with 
tall, strong stems and mechanisms for ,vater balance. Plants grown in arid areas with 
poor soil can have their genes altered to improve the ability of their root systems to 
capture vvater and nutrients. 

Biotic stresses (for example, pathogens such as viruses, bacteria and fungal 
infections) can also have an enorn1ous impact on crop viability. Citrus canker, 
caused by the bacterium Xanthomonas citri, is a disease that can lead to devastating 
economic losses in citrus crops. CRISPR-Cas9 has been used to target the promoter 
region of tl1e citrus gene (LOBJ) and disrupt it, increasing the plant's resistance to 
infection from X. citri. 

Crop yields can also be unproved b)' changing the architecture of a pla11t. 
Rice is a major food crop and a dietary staple for much of the vvorld's population. 
CRISPR-Cas9 tecl1nology is being used to target genes in the rice genome to 
increase both tl1e yield and quality of rice crops. Areas of the plant's architecture 
that have been targeted include grain size, the number of grains per panicle (the 
cluster of branches tl1at give rise to grains of rice) and the number of panicles per 
plant. Tl1ese features are governed by a number of genes, rather tl1an a single gene. 

One of the advantages of using the CRISPR-Cas9 system is the ability to target 
multiple genes at once. Quantitati,,e trait loci (QTL) are chromosomal regions 
that are associated vvith a particular trait. Ma11y QTLs have been targeted using 
CRISPR-Cas9 to produce novel rice lines. Studies l1ave shown tl1at introducing 
mutations in tl1ree QTL regions that are associated witl1- grain weight in rice has led 
to sig.nificant increases in grain weight. 

Photosynthetic efficiency 
CRISPR-Cas9 technology can also be used to improve photosynthetic efficiency by 
increasing the photosynthetic protein abundance and minimising photorespiration. 
This has applications in several areas including the production of biofuels ( discussed 
in Chapter 7), food, pharmaceuticals and nutraceuticals. 

One promising application is the use of CRISPR-Cas9 technology to edit 
the genome of green algae ( Chlamydomonas sp.) used in biofuel production. By 
increasing the photosynthetic efficiency of green algae, biofuel production is more 
economically feasible at a commercial scale. Using CRISPR-Cas9, scientists ha,,e 
been able to truncate the antenna molecules that absorb light in green algae. When 
the antenna molecules are long they absorb more light than the system can process 
and therefore release the excess energy as heat. This decreases the viability of algal 
cells and becomes a constraint in high-density cultures of algae. When the antenna 
molecules are shorter, the algae are photosynthetically more productive and are 
able to replicate i.J.1 mass cultures, making pl1otosynthesis and biofuel production 
more efficient. 
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6.2 Review 
' 

SUMMARY 
' 

• The four main factors that control the rate of 
photosynthesis are: 

- light availability 

- water availability 

- temperature 

- carbon dioxide concentration. 

• An increase in carbon dioxide levels can increase 

the rate of photosynthesis. 

• An increase in light avai lability can increase the rate 
of photosynthesis. 

KEY QUESTIONS 

Knowledge and understanding 
1 If a plant is grown at optimal temperature with 

unlimited levels of carbon dioxide and access to 
light, wil l the rate of photosynthesis keep increasing? 
Explain your answer. 

2 When a plant closes its stomata it can no longer 
exchange oxygen and carbon dioxide, therefore the 
rate of photosynthesis decreases. What is the benefit 
to the plant of closing its stomata? 

3 List factors that directly affect the rate of 
photosynthesis. Give brief explanations for each factor. 

4 List the improvements to crop production achieved 
using CRISPR-Cas9 technology. 

Analysis 
5 The graph below shows the rate of photosynthesis at 

different tern peratu res. 
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a Describe the rate of photosynthesis between 0°C 
and 20°C and provide a reason for the trend. 

b At what temperature does the rate of 
photosynthesis begin to decrease? Explain why 
this occurs. 
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• The availabi lity of water has an impact on the rate of 
photosynthesis. 

• Plants have an optimum temperature range for 
photosynthesis. Too cold and the rate of reaction will 
be slow. Too hot and the enzymes in chloroplasts 
can denature. 

• CRISPR-Cas9 technology is a gene editing technique 
that can been used to edit plant genomes to: 

- increase crop yields 

- increase photosynthetic efficiency. 

6 The following graphs represent the changes in rate of 
photosynthesis when temperature, light availability or 
distance from a light source are increased. 

a Label each graph with the factor that is best 
represented by the data presented. 
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b Describe what is occurring in graph ii. 

7 Discuss the benefits of and concerns about using 
CRISPR-Cas9 technology. 
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Chapter review 

I KEY TERMS I 
OA 
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accessory pigment 
adenosine diphosphate (ADP) 
adenosine triphosphate (ATP) 
autotroph 

crassulacean acid metabolism (CAM) 
endergonic reaction 

bundle sheath cell 
C3 plant 
C4 plant 
Calvin cycle 
CAM plant 

exergonic reaction 
glucose 
grana (singular granum) 
heterotroph 
I ight-dependent reaction 
I ight-independent reaction 
light saturation curve 
mesophyll cell 

photosynthesis 
pigment 
Rubisco 
solar energy 

carbon fixation 
chemical energy 
ch lorophyll 
ch loroplast 

nicotinamide adenine d inucleotide 
phosphate (NADPH) 

stoma (plural stomata) 
stroma (p lural stromata) 
thermodynamics 
t hy lakoid lamella (p lural thy lakoid lamellae) 
thy lakoid membrane photorespi ration 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 Recall the difference between autotrophs and 

heterotrophs. 

2 Select the biochemical pathway/s that plants use to 
generate energy. 

A photosynthesis 

B photorespiration 

C ce llular respiration 
D photosynthesis and cellular respirat ion 

3 Which molecule is broken down by solar energy 
during photosynthesis? 

4 Identify whether the following statements are true 
or false. 
a Chlorophyll is a pigment that causes green 

colouring of leaves. 

b Ch loroplasts are pigments that absorb light. 

c Chlorophyll is located in the thylakoid membranes. 

d Chlorophyll absorbs light energy, which is then 
transformed into chemica l energy. 

5 Which of the following is true of light-independent 
reactions of photosynthesis in C3 plants? 
A They occur on the inner membranes of chloroplasts. 

B They involve the production of organic compounds 
containing three-carbon atoms rn the Calvin cycle. 

C They are adapted to maximise glucose production 
in hot, dry environments. 

D They represent a special kind of photosynthesis that 
can produce organic compounds completely in the 
absence of light. 

6 How do C4 plants concentrate carbon dioxide around 
Rubisco? 

7 Where do the following reactions take place? 

a light-dependent reaction 

b I ight-independent reaction 

8 What occurs in the light-dependent reaction? 

9 Answer the following questions about the enzyme 
Rubisco. 
a In C3 plants, where is Rubisco located in the ce ll? 

b What is the main purpose of Rubisco? 

10 What is the adaptation of plants that have evolved 
using the CAM pathway? 

11 What are the advantages of using CRISPR-Cas9 
technology for editing the genomes of plants? 

12 Explain why the availability of water for plants has an 
indirect effect on photosynthesis rather than a direct 
effect, like carbon dioxide, light and temperature do. 

13 a What leads to photorespiration? 

b Photorespiration is a wasteful pathway. Give reasons 
to support this statement. 
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Application and analysis 
14 To meet increasing food demands scientists are 

attempting to increase crop yields, exploring the 
possibility of enhancing photosynthesis by engineering 
plants to use near-infrared light. This would be aimed 
at the lower leaves of the canopy. Chlorophyll d is 
found in a genus of bacteria that absorbs light in 
the far-red range of the spectrum. In recent years 
ch lorophyll f was discovered in cyanobacteria; it can 
absorb light in the near-infrared range (706 nm). 

a How does light absorption differ with chlorophyll a 
and chlorophyll r. 

b Explain why scientists are targeting the lower leaves 
of the canopy. 

15 How can CRISPR-Cas9 technology be used to study 
the effects of abiotic stressors on gene expression in 
a plant? 

16 Cell ulose is a complex carbohydrate that is made up of 
many individual units of glucose. The molecule shown 
below, composed of carbon, hydrogen and oxygen, was 
found in the gut of an animal. Determine how a 
photosynthetic autotroph would have obtained this 
molecu le. 
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17 The following graph shows the relationship between 
net oxygen output and uptake and light availabil ity for 
a green plant. Explain what is happening when light 
availabi lity is at: 

a 2 units 

b 16 units 

0 2 output 

0 2 uptake 

The effect of light availability on the output 
and uptake of 0 2 by a green plant 
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18 Photosynthetic organisms living in deep water have 
especially difficult challenges to survival. As shown on 
the graph below, light has lim ited abil ity to penetrate 
water. 
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a Light availability is a significant limiting factor 
influencing the rate at which photosynthesis can 
occur. Why is light significant? 

b What is the depth beyond which photosynthetic 
organisms are unable to survive in the ocean? 

c All photosynthetic organisms must contain 
chlorophyll. Why is this? 

Question continued overleaf 
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As well as chlorophyll, photosynthetic organisms may 
also contain a range of pigments called accessory 
pigments. Together, accessory pigments are able to 
absorb most wavelengths of light. The absorption 
spectrum for various photosynthetic pigments is shown 
in the graphs below. 
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d Using the data presented in the graphs above 
and your knowledge of the pigments used in 
photosynthesis, explain how having a range of 
accessory pigments could assist the survival of a 
photosynthetic organism. 

Plants are one of the major groups of photosynthetic 
organ isms. Another is algae. Seaweeds are a type of 
alga. The diagram below shows the results of a 
chromatography experiment in which the pigments of 
various types of seaweed and an oak tree are 
compared. 
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chlorophyll c ~~ 
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bet a carotene 

chi 
chi 

orophyll a 
orophyll b 

- yellow 
xanthophylls 

Chromatography is a method used to separate 
chem icals according to their solubility. The material 
to be separated is placed at one end of a special type 
of paper and that end is dipped into a solvent that is 
allowed to d iffuse up the paper. The chemicals to be 
separated dissolve in the solvent and are carried up 
the paper. The chemicals separate according to their 
solubility. More soluble chemicals move further than 
less soluble chemicals. 
e i Explain which type of seaweed is most likely to be 

found in the deepest waters in coasta l regions . 

ii The brown algae tested lack chlorophyll b, yet 
they are very successful, with some growing to 
60 m in length. Explain how, despite the lack of 
chlorophyll b, the brown algae can grow so large. 

19 An experiment was set up to investigate photosynthesis. 
A plant was placed in a sealed container at 20°C. 
The air in the conta iner was 0.09% carbon dioxide 
at the beginning of the experiment. (Carbon dioxide 
concentration in room air is between 0.03 and 0.04%.) 
The experiment was undertaken at three different light 
intensities: d im, moderate and bright. The carbon 
dioxide concentration in the container was monitored 
over a 4-hour period. The results for each light 
availability were collected and are shown in the table 
below. 

Time 
(min) 

0 

30 

60 

90 

120 

150 

180 

210 

240 

Dim light 

0 .090 

0.084 

0.076 

0.069 

0.060 

0.054 

0.048 

0.041 

0.039 

Percentage CO2 

Moderate Bright light 
light 

0.090 0.090 

0 .080 0.080 

0 .070 0.070 

0.060 0.054 

0.053 0.045 

0.045 0.038 

0 .038 0.030 

0.030 0.027 

0.027 0.02 1 

a Draw graphs of the information in the table. Use 
the same set of axes for the three light intensities. 
Ensure that the graphs comply with all of the 
graphing conventions. 

b Describe the trends evident in the data. 

c i Why can carbon dioxide uptake be used as a 
measure of the rate of photosynthesis? 

ii Explain why the carbon dioxide decreased fastest 
in bright light. 

d Why were all of the experiments carried out at 20°C? 

e What hypothesis could th is experiment have been 
testing? 
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20 In an experiment, photosynthetic algae fi laments were 
placed in a solution that was compartmentalised so 
that each compartment was exposed to different 
spectral light colours. Aerobic bacteria were added to 
the solution and were able to move through all 
compartments. The following diagram indicates the 
distribution of these bacteria after one hour. 
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a Explain why aerobic bacteria were used in th is 
experiment. 

/ 

b Draw conclusions about what the d istribution of 
bacteria impl ies about the relationsh ip between the 
spectral light colour and the rate of photosynthesis. 

21 Atrazine is a chemical commonly used as a weed ki ller. 
It is absorbed by roots from the soil. In the leaves, it 
attaches to a protein ca lled D1, which is part of the 
electron transport chain used to generate ATP during 
photosynthesis. Atrazine blocks the movement of 
electrons along this chain. 

a Which phase of photosynthesis is disrupted by 
atrazine? 

b ATP is not a fina l product of photosynthesis. What 
happens to the ATP normally produced in the 
electron transport chain? 

c The advertising blurb on one particular brand of 
weed killer which has atrazine as its active ingredient 
says, 'This product works by starving the plant'. Is 
th is an accurate description of the action of at razine? 
Explain your answer. 

22 The rate of photosynthesis for a particular species of 
plant was monitored under d ifferent wavelengths of 
light and varying temperature conditions. 
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a Use information from the graph to name two factors 
that affect the rate of photosynthesis. 

b Name two other environmental factors that can 
affect the rate of photosynthesis. 

c Under which wavelength of light-red or vio let-is 
the greater amount of oxygen gas produced? Expl.ain 
your answer. 

d Plants grown under both red and violet light 
showed a sharp decline in the rate of photosynthesis 
at temperatures above approximately 40°C. 
Photosynthesis stopped complete ly at 
approximately 55°C. 
i Explain this observation. 

ii What does th is suggest about the process of 
photosynthesis? 

e Is photosynthesis an endergonic or an exergonic 
reaction? Explain. 
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Learning outcomes 
Energy is vital for life. Whether growing, moving, reproducing, responding or 
excreting, living organisms are using energy. 'Using energy' involves transforming 
energy from one form to another, and transferring it from one place to another. 

Energy is produced via several biochemical pathways that have evolved over time. 

By the end of this chapter, you will have an understanding of biochemical 
pathways, glycolysis, cell ular respiration and anaerobic fermentation, and how 
these provide living cells with the energy they need to survive. 

You will also learn how cells adjust their metabolism to account for changes in 
environmental conditions and how biotechnological appl ications of biochemical 

pathways are being explored. 

Key knowledge 

Cellular respiration as an example of biochemical pathways 
• the main inputs, outputs and locations of glycolysis, Krebs Cycle and 

electron transport chain including ATP yield (detai ls of biochemical pathway 

mechanisms are not required) 7.1 

• the location, inputs and the difference in outputs of anaerobic fermentation in 
animals and yeasts 7.2 

• the factors that affect the rate of cellu lar respiration: temperature, glucose 
availabi lity and oxygen concentration 7.3 

Biotechnological applications of biochemical pathways 
• uses and applications of anaerobic fermentation of biomass for biofuel 

production. 7.2 
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FIGURE 7.1.2 Complex carbohydrates are 
broken down by our digestive system into 
simple sugars, such as glucose. Glucose is the 
primary source of energy for most of our cells. 
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7.1 Cellular energy production 
Cells need energy to do work. The energy needed by organisms and their cells is 
stored in the chemical bonds of organic compounds. Energy cannot be created or 
destroyed, but it can be changed from one form into another. 

Cells obtain energy from organic compounds, such as glucose. They transform 
tl1e chemical energy stored in these organic compounds into a more usable form 
of chemical energy, which is stored in the bonds of adenosine triphosphate 
(ATP). This transformation of energy occurs through a combination of 
biochemical processes wluch varies according to tl1e a,,ailability of free oxygen (0

2
) 

(Figure 7.1.1). 

glucose 

! 2ATP 

pyruvic acid 

oxygen no oxygen 
available available 

! ! ! 
ethanol lactic 
&CO2 acid 

36-38ATP 

mitochondrion 

glycolysis 

anaerobic 
fermentation 

no ATP 

cellular 
respiration 

FIGURE 7.1 .1 Simplified pathway 
of the process of cellular energy 
production in the presence of 
oxygen (cellular respiration) and 
absence of oxygen (anaerobic 
fermentation) 

Cellular respiration consists of the iliree interconnected biochemical pathvvays 
known as: 
• glycolysis 

• the Krebs cycle 
• the electron transport chain. 

Anaerobic f ermentatio11 also involves glycolysis. You will lear11 more about 
anaerobic fermentation in Section 7.2. 

In this section, you will learn about the first biochemical pathway in aerobic and 
anaerobic cellular energy production, glycolysis. Glycolysis is the first biochemical 
path,va)r; it then branches into different pathways, depending on ox),gen availability. 
You will learn how the energy produced in glycolysis is transferred from gl11cose to 
coenzymes to be used in the Krebs cycle and electron transport chain when oxygen 
is available. 

ENERGY FROM GLUCOSE 
The biochemical pathway for cellular energy production not only depends on the 
availabili~, of oxygen but also on the availability of glucose. Animals (heterotrophs) 
obtain their glucose by eating other organisms and breaking down the organic 
molecules (Figure 7 .1.2). Plants (autotrophs) make their o,vn glucose from 
inorganic substances (light, water and carbon dioxide [CO

2
]). Cellular respiration 

forms part of a larger cycle of energy transformation (Figure 7 .1.3). 
Cells can obtain energy from l1igh-energy fats and other organic compounds, 

including proteins. Howe,,er, most cells use glucose as their immediate source of 
energy. For cells to extract energy from other organic molecules, the molecules 
n1ust eitl1er be converted into glucose or broken do,vn to small molecules tl1at can 
enter the cellular respiration path,vays. 
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FIGURE 7.1.3 (a) Cellular respi ration and photosynthesis operate together as part of the carbon and 
oxygen cycles in an ecosystem. (b) The cycling of materials is driven by biochemical processes in two 
cell organelles, ch loroplasts and mitochondria, using energy derived from sun light. 

Cellular respiration is the nan1e given to the combination of biochemical 
pathways that occur together within a cell to release energy from glucose. The 
energy released from glucose tlrrough cellular respiration is used to generate 
the coenzyme ATP. ATP is the universal carrier of energy in living organisms. 
Molecules of ATP are the cell's store of immediately usable chemical energy that 
is required for cell processes. The energy is transferred when ATP is formed from 
adenosine diphosphate (ADP) and inorganic phosphate (Pi) , and itis stored i11 
the bond between ADP and phospl1ate. This can be represented as: 

ADP+ Pi -ADP~Pi (ATP) 
The'~' represents the high-energy bond in which the energy is stored. 

When the high-energy bond in ATP is broken, energy is released for use in the 
many energy-demanding processes that occur in tl1e cell. The transfer of energy 
is summarised in Figure 7.1.4. The recycling process of ADP requires much less 
energy than it would tal<e to make an entirely ne,v ATP molecule. 

C) ATP can be used for vital cellular 
processes, including protein synthesis 
and active transport. 

C) Cellular respiration requires oxygen. 
When oxygen supplies are low, a cell 
can carry out anaerobic fermentation. 

energy for 
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FIGURE 7.1.4 Energy from glucose is 
transferred in the synthesis of ATP from ADP 
and phosphate. The energy is stored in the 
phosphate bond. When the bond is broken, the 
energy is released to drive cellular processes. 
The ADP and phosphate are recycled. 
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CASE STUDY ANALYSIS 

Glycolysis appeared early in evolution 
Cells require a source of energy to perform basic functions. Initially, they were 
limited to energy that they could obtain from their immediate surroundings. 
Cells required a process to both develop their own energy and convert stored 
energy into usable energy. During evolution, three metabolic systems developed: 
glycolysis, photosynthesis and cellular respiration (Figure 7.1.5). 
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FIGURE 7.1.5 Glycolysis evolved in the low-oxygen atmosphere that existed before the evolution of photosynthesis. 

Analysis 
Use Figure 7.1.5 to answer the fo llowing questions. 

1 Explain why glycolysis was the predominant process for generating ATP 
in living organisms before the appearance of photosynthetic prokaryotes. 

2 Nearly all present-day cells carry out glycolysis. Does this statement 
support the notion that glycolysis is one of the oldest metabol ic 
pathways? Explain your reasoning. 

3 Approximately 2 billion years ago, the process of photosynthesis 
developed in cells. Describe what occurred following the evolution of 
photosynthesis and the release of oxygen into the atmosphere in terms 
of the diversification of life. 
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GLYCOLYSIS 
Glycolysis is the first stage of cellular respiration and occurs in tl1e cytoplasm of 
the cell. This i11volves the splitting (lysis) of glucose (a six-carbon molecule) into two 
three-carbon pyruvate molecules (also known as pyruvic acid) . In the initial stage 
of glycolysis, two ATP molecules are required to break down one glucose molecule, 
but four ATP molecules are produced. There is a net gain of tvvo ATP molecules. 
A small amount of energy is released from the glucose molecule; however, as you 
,vill learn in Section 7.2, the steps following glycolysis produce more energy for the 
system. 

The energy released from glycolysis is transferred to tl1e coenzymes ATP and 
NADH, which act as energy carriers. T .he o,,erall reaction of glycolysis is: 

INPUTS OUTPUTS 

glucose + 2ADP + 2Pi + 2NAD+ 2 pyruvate + 2ATP + 2NADI-I 

NADH and FADH2 
An in1portant coenzyme in cellular respiration is nicotinamide adenine 
dinucleotide (NAO+) . It acts as an energy carrier. T here are various steps in 
cellular respiration in wl1ich energy is transferred in the making of NADH from 
NAD+. During the final stage of cellular respiration (the electron transport chain), 
NADH is converted back: to NAD+ and the energy released is used in the formation 
of ATP. 

Another important coenzyme is flavin adenine dinucleotide (FAD). It is 
also an energy carrier. FAD functions in the second stage of cellular respiration, 
cycling betv.reen FAD and FADH

2 
and releasing energy. This v.rill be examined 

more closely in Section 7 .2 . 

CELLULAR RESPIRATION 
Follo,ving glycolysis, the substrate formed (pyruvate) can be diverted into one 
of two biochemical pathways, depending on the availability of oxygen- cellular 
respiration (in the presence of oxygen) or anaerobic fermentation (in the absence 
of oxygen) . You vvill learn about anaerobic fermentation in Section 7 .2. 

These additional biochemical pathv.rays )'ield a greater number of ATP than 
using glycolysis alone (Figure 7 .1.6) . 

in the cytoplasm 

36- 38 ATP 
produced 

~---1..__g_lyc~o~ly_si_s _ ~ -----1---- [ 2ATP ] 

[ 2 pyruvates ] 

_____________________ l _________________ _ 
in the mitochondria 1--- [ 2 CO. ] 

[ coenzymes ]- -

Krebs [ ] cycle -------1--- 2 ATP 

electron transport chain 1--------------[ 32- 34 A l'P] 

! l 
[ 6 0 2 )1- ( 6 H20 ] 

FIGURE 7.1.6 Overview of the 
stages of cellular respiration 
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FIGURE 7.1.7 Glycolysis occurs in the cytoplasm 
of the cell and cellular respiration occurs in 
the mitochondria of the cell. (a) Coloured 
transmission electron microscopy image of 
a skeletal muscle cell. The mitochondria are 
coloured yellow. (b) The Krebs cycle occurs in 
the matrix of the mitochondria and the electron 
transport chain occurs on the cristae of the 
mitochondria, shown in this coloured scanning 
electron microscopy image. 

0 Moving pyruvate into the 
mitochondria uses the ATP generated 
by glycolysis. 

O FAD (flavin adenine dinucleotide) 
is capable of carrying two hydrogen 
ions, becoming FADH2. 

NAO ... is capable of carrying one 
hydrogen ion, becoming NADH. 

When the cell has a supply of oxygen, cellular respiration will occur in the 
mitochondria. T he pyruvate formed from glycolysis passes into the mitochondria 
(Figure 7 .1. 7 a), vvhere it is further brol,en do,vn into carbon dioxide and water 
tl1rough a series of biochemical steps. The IZrebs cycle and the electron tra11sport 
chain occur in the mitochondr ia (Figure 7 . l. 7b) . 

The Krebs cycle 
The second important stage of cellular respiration occurs after glycolysis and is 
called the Krebs cycle ( or the citric acid c1rcle). This takes place in the mitochondrial 
matrix. T he IZrebs cycle is a series of eight reactions, each catalysed by a different 
enzyme. The p11ruvate formed from glycolysis diffuses from the cytoplasm through 
the outer membrane of the mitochondria and is then moved by active transport 
tl1rough the inner membrane. 

When the pyruvate, a tl1ree-carbon molecule, is in the mitochondrial matrix, it 
is co11verted into acetyl coenzyme A (acetyl CoA), a t\vo-carbon molecule, which 
is the substrate for the first of a series of reactions that make up the Krebs cycle. 
In the formation of acetyl Co A from pyruvate, one carbon dioxide molecule is 
formed. In additio11, in one turn of the IZrebs cycle two carbon dioxide molecules 
are formed. That is a total of three molecules of carbon dioxide formed for every 
pyruvate molecule and six molecules of carbon dioxide for every glucose molecule 
metabolised. 

D uring the reactions of the IZrebs cycle, energy is transferred to energy-carrying 
coenzymes such as NADH, FADH

2 
and ATP. From each turn of the IZrebs cycle, 

one molecule of acetyl CoA is metabolised into two molecules of carbon dioxide, 
three molecules of NADH, one molecule of FADH 2 and one molecule of ATP 
(Figure 7 .1.8). T he IZrebs cycle does not use oxygen but it ,vill stop if oxygen is not 
available. T his is because oxygen is the electron acceptor that is required to 
regenerate NAD+ and FAD. 

pyruvate --~_,._ acetyl CoA ---::::,....~--

NADH 
NADH + CO2 

NADH 

Krebs cycle 

FAD 

ADP + P; ATP 

FIGURE 1.1.a The three-carbon molecule pyruvate produced in glycolysis is converted to a 
two-carbon molecule acetyl CoA with the production of a CO2 molecule. The acetyl CoA enters 
the Krebs cycle, where it results in CO

2
, ATP, NADH and FADH

2 
being formed. 

The electron transport chain 
The o,,erall purpose of the electron transport chain is to move protons and 
electrons across a membrane as a system for generating ATP Oxygen is esse11tial 
because it picks up electrons at the end of the chain. If oxygen is not available, the 
electron transport chain stops. 

P rotein complexes, including enzymes and cytochromes, are embedded in 
the cristae, the i11ner membrane structure of the mitochondria (Figures 7 .1. 9 and 
7 .1. 10) . The cristae is convoluted to increase the surface area for these complexes, 
which form an interconnected series that together make up the electron transport 
chain, the third stage of cellular respiration. 

238 AREA OF STUDY 2 I HOW ARE BIOCHEMICAL PATHWAYS REGULATED? 



\ 
\ 

NADH 
dehydrogenase 
complex 

cytochrome 
electron-carrier 
protein complexes 

ATP synthase 
protein 
complex 

2H+ + 2e- + .!.o n H 0 
2 2 I 2 

I 

. 
I 

:ATP/ADP 
: transporter 

ATP 

inner 
mitochondrial 
membrane 

outer 
mitochondrial 
membrane 

FIGURE 7.1.9 The inner mitochondrial membrane has several embedded proteins that pass along the energy and H+ ions 
from ca rriers (NADH and FADH

2
). The final enzyme in the pathway, ATP synthase, generates large amounts of ATP 
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FIGURE 7.1.10 Summary of cellular respiration 
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BIOFILE 

ATP synthase-the cell 's 
'hydro' scheme 

ws 
15 

Hydroelectricity is generated using the 
potential energy in water stored in a dam. 
The potential energy js converted to kinetic 
energy and then to electrical energy by 
running the water downhill through water 
turbines that spin electricity generators. 

Similarly, the electron transport chain 
builds up potential energy by pumping 
protons (hydrogen ions, H+) released from 
NADH into the intermembrane space. 
This forms a concentration gradient 
across the inner membrane. The potential 
energy accumulated in the protons in 
the intermembrane space is transferred 
to ATP as the protons run through an ATP 
synthase enzyme complex embedded in the 
membrane and into the matrix. 

Energy-carrying molecules from the IZrebs cycle feed into the electron 
transport chain. NADH is converted back to NAD+ by interacting with the 
first complex at the beginning of the electron transport chain, and FADH

2 
is 

converted back to FAD by i11teracting ,vitl1 the second complex. 

The hydrogen ions (H+) originating from the conversion ofNADH and FADH
2 

are moved into the intermembrane space and the electrons are transferred along the 
chain. The energy obtained in this process is used to mal,e ATP At the end of the 
electron transport chain, hydrogen ions and electrons combine with oxygen to form 
water: 

2H+ + 2e- + ~02 - H 20 
The electron transport chain forms 32- 34 molecules of ATP using the energy 

tl1at was contained originally in each glucose molecule. 
Some tissues and cells are more efficient at carrying out cellular respiration 

tl1an others, but in general if we add up the ATP molecules forn1ed at each stage of 
cellular respiration we find that for e,,ery molecule of glucose metabolised, 36-38 
ATP molecules can be formed: 
• 2 ATl=> molecules from glycolysis 

• 2 ATP molecules from the Krebs cycle 
• 32-34 ATP molecules from tl1e electron transport chain. 

Figure 7 .1.10 on page 239 summarises cellular respiration. 

a 

b 
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high H + concentration 
1-1+ 

low H+ concentration 

In the mitochondrion 

low potential 
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---ADP+P. 
I 
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(a) Water from a dam runs through a hydroelectricity generator. (b) A similar process occurs in 
the mitochondrion. 
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7.1 Review 

SUMMARY 

• Cells use chemical energy in the form of ATP 
(adenosine triphosphate) to carry out cell functions. 

• Cells produce ATP by the process of cellular 
respiration. 

• Cellular respiration has three stages: glycolysis, the 
Krebs cycle and the electron transport chain. 

• Glycolysis occurs in the cytoplasm of the cell 
and generates two ATP (net) molecules and two 
molecules of pyruvate per molecule of glucose. 

• The Krebs cycle occurs in the matrix of the 

mitochondria and yields two ATP molecules. 
Pyruvate is broken down into carbon dioxide. 

KEY QUESTIONS 

Knowledge and understanding 
1 Which molecule carries a usable form of energy for 

cellular processes? 

2 Does glycolysis require an input of energy to proceed? 

3 Name each biochemical pathway that takes place under 
aerobic conditions. Identify the location of each pathway. 

OA 
✓✓ 

• The electron transport chain occurs in the cristae of 
the mitochondria and yields 32-34 ATP molecules. 

Oxygen accepts the hydrogen ions that are used to 
generate a large amount of energy. 

• Cellular respiration is more efficient than anaerobic 
fermentation. Cellular respiration produces 36-38 
ATP molecules per glucose molecule; anaerobic 
fermentation only yields two ATP molecules per 
glucose molecule. 

Analysis 
6 A cell is undergoing glycolysis and is beginning 

to accumulate an excess of ATP. Would this 
increase or decrease the rate of glycolysis? 
Justify your answer. 

4 What is the main purpose of the electron transport chain? 

5 What is the role of oxygen in cellular respiration? 

I 

I 
I 
I 

I 
I 
I 
I 
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TABLE 1.2.1 Comparison of anaerobic 
fermentation outputs in animals, bacteria and 
yeasts 

Organism 

animals 

bacteria 

yeasts 

Output 

lactic acid 

• lactic acid 
• ethanol 
• butanol 
• acetic acid 

ethanol 

• ,.__ • ~ , 
I. • 

,..- .,( 

~ . :- -
• 

FIGURE 1.2.1 Beer and wine are commercial 
products of anaerobic fermentation by 
yeast. Yoghurt and cheese are made through 
anaerobic fermentation by bacteria. 

@ Anaerobic fermentation is an 
essential biochemical pathway to 
recycle NADH to NAO+, to be used as 
an electron carrier in glycolysis. 

O There are anaerobic organisms 
that undergo anaerobic respiration. 
Rather than using oxygen as an 
electron acceptor, these organisms 
use nitrogen or sulfur. This process 
is different from anaerobic 
fermentation. 

O In animals, glycolysis and the final 
reaction that converts pyruvate 
to lactic acid are together called 
lactic acid fermentation (or lactate 
fermentation). 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

7 .2 Anaerobic fermentation 
If there is little or an absence of oxygen, or an organism does not have genes for 
tl1e enzymes used in the IZrebs cycle or electron transport chain, the organism can 
still release a small amount of energy using the anaerobic fermentation pathway, 
f ollo,1ving glycolysis. Animals, bacteria and yeasts use anaerobic fermentation to 
produce various final prod11cts (Table 7 .2.1) along with the recycling of NADH to 
NAD+ to maintain glycolysis for energy production. There are many commercial 
products made through the anaerobic fermentation process (Figure 7.2.1). 

IMPORTANCE OF ANAEROBIC FERMENTATION 
Biochemical pathways are interlinked and highly regulated within a system. For a 
biochemical pathway to continue, the products of each reaction must be processed 
by the next reaction in the chain. If the product is not removed, it slows do,:vn 
the reaction. This causes the reaction before it to be slowed do,vn and so on back 
through the pathway until the whole path,vay is slowed down or even stopped. 
Think of it lik:e people moving in a queue. If the person at tl1e head of the queue 
stops moving, the person behind must stop and so o.n, untiJ the whole queue stops. 

The final reaction in the electron tra11sport chain requires oxygen. Lack of 
oxygen vvill limit the rate of this final reaction, which in turn vvill limit the reaction 
before it and so on back thro11gh the pathways. NADH will not be converted back 
to NAD+. The IZrebs cycle ~rill also be slowed down. When the IZrebs cycle slows 
dovvn, pyruvate vviU begin to accumulate. An accumulation of pyruvate will cause 
glycolysis to slovv down. 

In addition, for glycol)7sis to occur, a constant supply of NAD+ is required. If 
NAD+ is not being regenerated, glycolysis will slow do,vn or even stop. 

Fortunately, to allow glycolysis to continue at low oxygen levels, some protists, 
fungi and some animal cells, such as muscle cells, contain an enzyme that can 
catalyse the conversion of pyruvate to lactic acid and NADH to NAD+. This 
reaction solves both problems and enables glycolysis to continue. It first removes 
pyruvate so that the pathway is no longer blocl,ed and then it provides a source of 
NAD+ that is essential for glycolysis. 

ANAEROBIC FERMENTATION IN ANIMALS 
The lactic acid produced through a11aerobic fermentation ca11 leave the cell by 
diffusion through the plasma membrane and via a special membrane transport 
protein. This means the lactate level in the cell can remain lovv so that the 
pyruvate-to-lactate reaction can continue to occur> glycolysis can occur and ATP 
can continue to be produced to satisf)' the cell's needs. In humans, when lactic acid 
produced by muscle cells is diffused, it can be circulated in the blood to other tissues 
in the body, including liver and heart muscle, where it is converted back to pyruvate 
and enters aerobic cellular respiration pathways to produce ATP (Figure 7 .2.2) . 

2PI + 2ADP 2ATP 

glycolysis 
glucose -----=::::::::

1
~~~~~~:::::::::::::::_ _____ ., 2 x pyruvate 

2NAD 2NADH2 

2 x lactic acid 

FIGURE 7.2.2 In animals, pyruvate is converted into lactic acid during anaerobic fermentation to 
prevent a build-up of pyruvate. Later the lactic acid can be converted back into pyruvate for aerobic 
cellular respiration. 
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ANAEROBIC FERMENTATION IN YEAST 
Yeast cells (Figure 7 .2.3) carry out a different type of anaerobic fermentatio11 called 
etha11ol fermentation (Figure 7.2.4). As in animal cells, one glucose molecule is 
brol,en down to two pyruvate molecules and NADH is formed from NAD+. In 
yeast anaerobic fermentation, the pyruvate is then broken dovvn to ethanol (alcol1ol) 
and carbon dioxide, and NADH is converted back to NAD+ through two reactions. 
In the first step, pyruvate is broken down to acetaldehyde and carbon dioxide. In 
the second step, the acetaldehyde is broken down to alcohol and NADH is converted 
to NAD+. 

2P; + 2ADP 2ATP 

glycolysis 
glucose ------=::::::===~ ,-~:=::::::::::____ 2 x pyruv ate 

2NAD 2NADH
2 

"--- _/ 2(02 
2 ethanol .... -------=- ===::-______ 2 x acetaldehyde 

FIGURE 7.2.4 In yeast, pyruvate is converted into ethanol and CO2 duri ng anaerobic fermentation. 

The alcohol readily diffuses out of the cell by passive diffusion into the 
surrounding environment. The loss of alcohol from the cytoplasm means that the 
reactions of anaerobic fermentation can continue until the alcohol builds up to a 
level in the external environment where alcohol no longer diffuses from the cell; 
tl1at is, there is no longer a concentration gradient. Alcohol builds up i11 the cell to 
a point at which the anaerobic fermentation reactions are blocl,ed and they stop. 

APPLICATIONS OF FERMENTATION FOR BIOFUEL 
PRODUCTION 
Concerns about the limited supply of non-renewable fossil fuels and of 
greenhouse gas emissions have led scientists, entrepreneurs and companies to 
invest in development and refinement of renevvable fuels. One of these strategies 
involves using the biochemical process of anaerobic fermentation 011 biomass by 
microorganisms such as yeast, bacteria, cyanobacteria and algae for production of 
biofuels. Biomass waste contains a high sugar content, vvhich slowly releases stored 
chemical energy over time. Before microorganisms are used to ferment the sugars 
for biofuel production, the biomass needs to be liquefied using heat treatment, 
mechanical disruption or enzymatic digestion. 

Biofuels are a diverse range of tecl1nologies that generate fuel with at least one 
component based on a biological system. Biofuels include bioethanol, biodiesel and 
biogas and are produced as first-, second- and third-generation fuels. 
• First-generation biofuels are produced using biomass from food crops grovvn for 

the sole purpose of biofuel production. 1o date, biofuel production has mainly 
focused on first-generation fuels, converting crops such as corn and sugar to 
ethanol. One major drawback to crop-based biofuels is the enormous amount 
of agricultural land required to replace a fraction of petroleum with biofuels. 

• Second-generation biofuels are produced using non-food crops or organic 
waste. Second-generation biofuels are more sustainable than first-generation 
biofuels because the biomass is sourced from agricultural waste and industrial 
food vvaste. 

• Third-generation biofuels are produced fron1 algae. Research has sl10\;..1n that 
algae biofuels could relieve the current reliance on fossil fuels since they avoid 
some of the previous drawbacks associated with crop-based biofuels. 

FIGURE 7.2.3 Coloured scanning electron 
micrograph of baker's yeast (Saccharomyces 
cerevisiae) cells 

O In yeast, glycolysis and the final 
reaction that converts pyruvate to 
ethanol and CO2 are together called 
ethanol fermentation. 

O Anaerobic fermentation can be 
conducted commercially on a large 
scale to produce fuels (such as 
bioethanol) and alcohol. 
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Biofuels from algae 
Microalgae are single-celled organisms that have the potential to offer a variety 
of solutions for our fuel requirements. Because microalgae only need light, water, 
carbon dioxide and a small amount of minerals to grow, they off er a potentially 
more stable energy supply. Additionally, their cells divide quickly, meaning that 
they can be harvested faster than land-based biomasses and can be harvested all 
year round. 

1\tlicroalgae have se,reral advantages over terrestrial plants. 

• The)' are single-celled organisms that reproduce by division. 
• Higl1-throughput technologies can be used to rapidly evolve strains, reduci11g 

the time required to generate sufficient )rields to a few months. 
• They impact the environment less than terrestrial sources of biomass used for 

biofuels. 
• They can be gro,1vn on land 11ot typically used for traditional agriculture. 
• They can be gro,~,rn throughout the year in various water conditions. 

• They do not require herbicide or pesticide use. 
• They use nutrients from water more effectively, meaning that not only would 

production of algae biofuels minimise land use compared vvith bioft1els produced 
from terrestrial plants, it ,vould also reduce the amount of waste generated. 

• They have the potential to be bioengineered, allovving improvement of specific 
traits and production of ,,aluable co-products, enabling algal biofuels to compete 
economically with petroleum. 
The production of microalgal biofuels may be further enhanced throt1gh more 

efficient algae cultivation methods and genetic engineering. Researchers have 
shown that algae cultivation has the potential to produce cost-competitive biofuels; 
l1owever, significant challenges need to be overcome for algal fuel commercialisation. 
These challenges include: 
• hovv and where to grow algae 
• improved oil extraction and ft1el processing 

• strain identification and isolation 
• improveme11t of crop protection 

• nutrient and resource allocation and use 
• the production of co-products to improve the economics of the entire system. 

Although there is optimism about their potential, much vvork is still required to 
realise the economic viability of algal biofuels. 

Bioethanol 
Bioethanol is a vvidely used biofuel that has been used in the transportation sector 
since the early 1900s. Yeast plays an essential role in the production of bioethanol. 
Yeast produces a high ethanol yield, has high productivity, a tolerance to ethanol 
exposure and is inexpensive and easily grown. There are several yeast species that 
are being employed. The strains Saccharomyces and Kluyveromyces are con1mo11ly 
used as they are able to break down a variety of sugars in addition to glucose, 
making them more viable. 

H ovvever, there are some challenges for large-scale production. At an i11dustrial 
scale, yeast needs to be cultured under strict environmental conditions for optimal 
growtl1 and ethanol production. Although yeast can tolerate a high ethanol 
concentration, if tl1e concentration is too high the yeast's plasma membrane is 
damaged, leading to inhibition of growth and viability. Temperature and pH are 
other factors that need to be monitored for optimal growth, as ,veil as avoiding 
bacterial contamination of the culture. The starting material is also important. Yeast 
can easily break down simple sugars, such as glucose found in sugar cane juices. 
The process becomes more difficult wl1en the starting material consists of complex 
carbohydrates, such as starch or cellulose (Figure 7.2.5). 
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fermentation 
glucose 
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-- heat or 
enzymes fermentation 
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glucose biomass cellulose 

size reduction; 
switchgrass chemicals or heat 

There are many possible avenues to improve and make biofuels more viable. 
Tl1ese include genetically modifying yeast to increase its tolerance to ethanol 
exposure, and to enable it to ferment a range of sugars, such as 5-carbon ( e.g. 
xylose) as well as 6-carbon (glucose) sugars, to broaden its range of use to an 
industrial scale. 

Biotechnology and engineering strategies are being employed to make 
economical clea11 biofuels a viable option. This includes the cl1alle11ges of upscaling 
for industrial volumes, improving yield by using the appropriate microorganisms, 
including possibly developing genetically engineered microorganisms, increasing 
efficiency of production and ensuring that tl1e generation of ,vaste is minimised. 

COMPARING AEROBIC AND ANAEROBIC PATHWAYS 
Tl1e anaerobic fermentation pathvvay in eukaryotes prod11ce only two ATP 
molecules per molecule of glucose during glycolysis, vvhereas aerobic pathways 
(cellular respiration) produce 36-38 ATP molecules per molecule of glucose 
during glycol)7sis, tl1e Krebs C)7cle a11d tl1e electro11 tra11sport cl1ai11. Therefore, 
cellular respiration is much more efficient in supplying the cell with energy. The 
organic products of anaerobic pathways still contain much energy and both can be 
further metabolised to release energy: Table 7.2.2 compares cellular respiration and 
anaerobic fermentation. 

TABLE 7.2.2 Summary of cellular respiration and anaerobic fermentation pathways for organisms to 
generate ATP molecules 

Reactants (inputs) 

Products 
(outputs) 

Energy output 
(per glucose 
molecule) 

Cellular respiration 

glycolysis 
Krebs cycle 
electron transport chain 

cytoplasm and 
mitochondria 

glucose and 0 2 

CO2 and water 

36-38 ATP molecules 

Anaerobic fermentation 

glycolysis 
fermentation 

cytoplasm 

glucose 

lact ic acid and water (animals/yeasts/ 
bacteria) 
ethanol and CO2 (plants/fungi/bacteria) 
acetic acid and CO2 (bacteria) 
Note: There are several end products in 
anaerobic fermentation in bacteria 

2 ATP molecules 

ethanol 

ethanol 

FIGURE 7.2.5 Comparison 
of the steps necessary to 
convert sugar cane, corn 
and switchgrass (plant 

ethanol with high composition of 
cellulose) to ethanol 

BIOFILE 

The biochemistry of a 
hangover 
A headache and nausea are the 
common symptoms of a 'hangover' 
experienced after drinking too much 
alcohol. Cells in the liver convert 
alcohol to acetyl CoA in three enzyme
catalysed reactions. The Krebs cycle 
metabolises the acetyl CoA to CO2 and 
water. However, there is a build-up of 
intermediate products that accumulate 
in the blood and circulate to the brain, 
where they cause the toxic effect 
experienced as a hangover. 

There are additional effects due to the 
diuretic effect of alcohol, including the 
depletion of electrolytes from the body. 

It is not the alcohol that causes a hangover 
but the intermediate substances formed in 
its breakdown by the body. 

ws 
16 

ws 
17 
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7.2 Review 

SUMMARY 

• In animals, the product of anaerobic fermentation is 
lactic acid. 

• In yeast, the products of anaerobic fermentation are 
ethanol and carbon dioxide. 

• Anaerobic fermentation of biomass to produce 
biofuels is being investigated to provide clean and 
renewable sources of fuel. 

KEY QUESTIONS 

Knowledge and understanding 
1 What is the purpose of anaerobic 

fermentation? 

2 Which molecule serves as a fina l electron 
acceptor in lactic acid fermentation? 

3 Describe the efficiency of cell ular 
respiration and anaerobic fermentation. 

Analysis 
4 Compare lactic acid fermentation (in 

animals) and ethanol fermentation. 

Flask 1 

water 
+ 

yeast 

QA 
✓✓ 

• Anaerobic fermentation is less efficient than cellular 
respiration. Cellu lar respiration produces 36-38 
ATP molecules per glucose molecule; anaerobic 
fermentation only yields two ATP molecules per 
glucose molecule. 

Flask 2 

water 
+ 

glucose 

37°c 

Flask 3 

water 
+ 

yeast 
+ 

glucose 

Flask 4 

water 
+ 

yeast 
+ 

plain flour 

Flask 5 

water 
+ 

yeast 
+ 

glucose 

I 
100°c 

Average carbon dioxide production (cm3) 

5 Students wanted to observe anaerobic 
fermentation in yeast and set up the 
experiment shown at right. They set up 
f lasks (three replicates for each condition) 
with different materials and under different 
anaerobic conditions by sealing the flask 
with a stopper and a syringe in the top of 
the flask. 

Time (h) Flask 1 Flask 2 Flask 3 Flask 4 Flask 5 

a Suggest a hypothesis for this 
experiment. 

b How did the students measure gas 
production in this set-up? 

c Looking at the average resu lts in the 
tab le on the right, is this the outcome 
you would expect? Explain why there 
was a difference between f lasks 3 and 4. 

d Flask 5 contained the same materials 
as flask 3. Suggest a reason for the 
different outcome in carbon dioxide 
production. 

e Identify the f lask(s) used as the contro ls, 
the independent and dependent 
variables. 

f What would you expect to observe if 
pyruvate was used instead of glucose? 

g One student plotted the data in the 
graph at right. Identify any elements 
missing f rom the graph. 

0 0 0 0 0 

3 0 0 1.75 0.5 

6 0 0 3.8 1 

9 0 0 5.4 1.9 

12 0 0 6.4 2.9 

Carbon dioxide (CO
2

) production in yeast under 
anaerobic conditions 
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7 .3 Factors that affect the rate 
of cellular respiration 
Cellular respiration is affected by a number of factors, including temperature) 
glucose availability and oxygen concentration. 

In this section) you \:vill learn how each of these factors affects cellular respiration. 

TEMPERATURE 
You have learnt tl1at cellular respiration is comprised of a number of intercon11ected 
biochemical path\vays and that each pathvvay is a series of chemical reactions 
catalysed b)' specific enzym es.You have also learnt that the rate of an enzyme reaction 
is affected by temperature and that each enzyme has an optimum temperature. 

As the temperature either rises above or falls below the optimum temperature, 
tl1e rate of tl1e enzyme reactions) and tl1eref ore the rate at which cellular respiration 
occurs, vvill slow down (Figure 7. 3 .1). 

• When the temperature drops, the reactant molecules contain less kinetic energy 
and so do not react as quickly. 

• When the temperature rises above the optimum level) the increased heat energy 
can disrupt the hydrogen bonds in the enzyme, causing the enzyme to denature. 
T his means that the active site of the enzyme has lost its three-dimensional 
functional shape. This distortion in the shape mea11s tl1at the enzyme ca1mot 
bind to the substrate effectively, slovving down the rate of reaction. 
Li\1ing organisms have particular temperature tolera11ce limits within vvhich they 

will survive. More complex organism s, such as birds and mammals, control their 
body temperature at levels that are optimal for tl1e functioning of their enzymes. 
Other organis1ns do not have the capacity to control the temperature of their cells) 
and the cellular respiration for these organisms is affected by the temperature of the 
external environment. 

BIOFILE 

Birds use their beaks 
Toucans and many other birds, 
including Australian parrots, use 
their beaks as heat exchangers 
to lose excess heat to cool 
their bodies. When it is hot, the 
bird pumps more blood to its 
beak, where heat can be lost 
to the air. The ability to lose 
excess heat is beneficial to the 
bird because the enzymes that 
catalyse the reactions in the 
biochemical pathways of animals 
have an optimum temperature. 
The optimum temperature for 
enzyme reactions in birds is 
about 40°C-slightly higher 
than in humans. At temperatures 
above the optimum, the bird's 

The large beak of a toucan is used as a heat 
exchanger to regulate body temperature. 

metabolism will begin to function poorly. The rate of cellular 
respiration will slow and the supply of ATP to the cells will drop. 
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O When an enzyme is denatured it 
cannot be repaired. The loss of shape 
is permanent and it will no longer 
catalyse the reaction. 

Relationship between temperature and 
the rate of cellular respiration 

Temperature A 
(arbitrary units) 

FIGURE 7.3.1 Graph showing the relationship 
between temperature and the rate of cellular 
respiration. At the optimum temperature 
(point A), cellular respiration will occur at the 
maximum rate. 
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O A reactant is a molecule or 
substance that is involved in a 
chemical reaction. A substrate is the 
term given to a molecule that an 
enzyme acts upon. 

0 The concentration of enzymes for 
cellular respiration is linked to the 
availability of mitochondria in the cell. 

BIOFILE 

Energy storage in animals 
In winter, food generally becomes 
scarce for animals, and their ability to 
store energy is necessary for survival. 
Animals store carbohydrates as 
glycogen, a large molecule made from 
glucose subunits. In humans, about 
100 g of glucose is stored as glycogen 
in the liver and a further 200 g is 
stored in the muscles. This provides 
enough energy for about half a day 
at a moderate level of activity. The 
remainder of our energy reserves are 
stored as fats. 

Animals use fats rather than 
carbohydrates as their main form of 
energy storage because: 

• almost 25% more ATP is produced 
(per carbon atom) from fats than 
from carbohydrates 

• fat is almost 50% lighter than 
carbohydrate 

• stored carbohydrates attract and 
bind water molecules, increasing 
their weight between two and five 
times, whereas fats do not 

• one gram of carbohydrate or protein 
can provide up to 17 kJ of energy, 
whereas one gram of fat provides 
39 kJ of energy. 

An average 70 kg male human stores 
about 11 kg of fat, which provides 
enough energy to last about one 
month without eating food. If the 70 kg 
man stored this amount of energy as 
carbohydrates, he would weigh more 
than 100 kg. 

GLUCOSE AVAILABILITY 
All chemical reactions are limited by the concentration of reactants. An enzyme's 
reaction is limited by the availability of its substrate(s) . Glucose is the substrate for 
glycolysis, and therefore it is the substrate for the first reaction in cellular respiration. 
The availability of glucose will affect tl1e rate at ,vhich tlus first reaction occurs. The 
products of the fi rst reaction become the substrates for the next and so on along 
the pathway. Hence the availability of glucose will affect the first and subsequent 
reactions in the cellular respiration biochemical pathvvays. 

If the temperature remains constant, increasing the availability of glucose v.rill 
increase the rate of cellular respiration up to a maximum level. This maximum 
level will be determined by the concentration of the enzymes and other cofactors 
required for cellular respiration. 

I CASE STUDY I 

Other energy molecules 
Glucose is the molecule most commonly used as the source of energy in 
cells. However, cells can also release chemical energy from other organic 
compounds, such as fats and proteins, to make ATP. In animals, if most of the 
available glucose stores are gone (such as during times of food shortage or 
extreme prolonged activity), fat stores are used to provide the ATP needed for 
cells to continue functioning (Figure 7.3.2). 

In extreme cases, such as during long periods of starvation, even the 
proteins in muscles and other body tissues will be broken down to provide 
the energy necessary to survive. Fats provide more energy per gram (39 kJ) 

than carbohydrates or proteins (17 kJ), but the conversion process is slower 
and more complex. 

FIGURE 7.3.2 (a) The cells of this underweight horse have converted stores of fat into 
ATP to help the horse survive. (b) Rebecca Clarke of New Zealand shows the exhaustion 
of completing a triathlon at the World Championship in Stockholm. During the race, her 
glucose and oxygen levels would have been severely depleted. 
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OXYGEN CONCENTRATION 
In cellular respiration, a constant supply of oxygen is 11ecessary. Oxygen is the 
final reactant of the electron transport chain, so oxygen concentratio11 affects the 
rate of cellular respiration. When the concentration of oxygen is low, the rate at 
~rhich tl1e electron transport chain can occur will be reduced. As you learnt in the 
previous section, vvhen oxygen is in very short supply or absent, some cells will use 
fermentation reactions so that pyruvate does not accumulate and the glycolysis 
reactions can continue. This means ATP ,vill continue to be produced, although at 
much lower rates, and the cell can remain alive. 

r------ --- ------------ - --- - - - ----- --- ---- - ------ - ---- --- -- ~ 

7.3 Review 
SUMMARY 

OA 
✓✓ 

• The rate of cellular respiration is affected by temperature, glucose 

availability and oxygen concentration. 

• When the temperature is above or below the optimum range, the 

rate of cellular respiration is reduced. 

• Glucose is a reactant in glycolysis, therefore an increase in glucose 

availability will increase the rate of ce ll ular respiration. 

• Oxygen is a reactant in the electron transport chain, therefore an 

increase in oxygen concentration wil l increase the rate of cell ular 

respiration. 

KEY QUESTIONS 

Knowledge and understanding 
1 What factors limit t he rate of cellular respiration? 

2 What would happen to the rate of cel lular respiration at temperatures 
above the optimum range? Explain your answer. 

3 List three types of organic compounds that can be used as a source 
of energy for cellu lar respiration. 

4 What wil l limit cel lular respiration if there is an excess supply of 
glucose and oxygen, and the reactions are taking place under optimal 
temperature? 

Analysis 
5 Mitochondria were extracted from some cells and isolated from the 

other cell contents. The m itochondria were suspended in a nutrient 
so lut ion conta ining pyruvate in order to investigate cellular respirat ion. 

a Explain why the nutrient solution contained pyruvate rather than 
glucose. 

b Assuming that the mitochond ria were in a sealed container, wou ld 
carbon dioxide or oxygen be the limiting factor in reducing t he rate 
of the electron transport chain? 

I 
I 
I 

I 
I 
I 
I 
I 
I 
I 

~----------------------- ---------------------------------- · 
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Myoglobin 
Myoglobin is a protein that binds 
oxygen. It is present in muscle tissue of 
mammals and some other vertebrates. 
Diving mammals such as wha les have 
large amounts of myoglobin in their 
muscles to enable them to store the 
oxygen needed for cellular respiration 
during a long dive. 

Whales have large amounts of myoglobin in 
their muscles. 
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Chapter review 

I KEY TERMS I 
electron transport cha in 

OA 
✓✓ 

adenosine diphosphate (ADP) 
adenosine triphosphate (ATP) 
anaerobic fermentation 
biofuel 

flavin adenine dinucleotide (FAD) 
glycolysis 
Krebs cycle 

biomass 
cellular res pi ration 
cytoplasm 

mitochondrion (p lural mitochondria) 
nicotinamide adenine dinucleotide (NAO+) 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 Identify the reactants and products of glycolysis. 

2 What molecule acts as an energy carrier in glycolysis? 

3 Identify whether the following statements about 
glycolysis are true or false. 
a Glycolysis takes place in the mitochondria. 

b Glycolysis produces 30- 32 molecules of ATP. 

c Glycolysis can occur without light. 

d Glycolysis is the second step of cellular respiration. 

4 During ce ll ular respiration, free oxygen: 

A combines with water and helps produce ATP 

B is produced as pyruvate is broken down 

C is the f inal electron acceptor in the electron 
transport chain 

D combines with carbon to produce carbon dioxide 

5 What is the role of the two energy carriers NAO+ and 
FAD in glycolysis and the Krebs cycle? 

6 Study the diagram below that summarises the 
processes of energy release in cells. 

A 

D--0-0-0 
glucose 

energy 0-0-0 

\ 0 

0-0-0 
B 

0-0-0 
0 

a Name the molecule represented by each letter. 

b Describe how molecules A and Bare related. 

c Glucose is the energy-rich molecu le that enters 
glycolysis. Complete this sentence: 

In glycolysis, a single glucose molecule is split to 
produce _________ _ 

7 The function of ce ll ular respiration is to produce ATP. 
It does so by the following chemica l reaction. 

ADP + molecule X - ATP 
Which of the following statements about this reaction 
in ce llular respiration is false? 

A Molecule X is P .. 
I 

B The electron transport chain is the major site of this 
reaction. 

C The energy needed for the reaction to proceed can 
come from FADH 2. 

D The energy needed for this reaction to proceed can 
come from NAOP+. 

8 Which stage of cellular respiration requires oxygen as a 
reactant? What happens at low oxygen concentrations? 

9 FADH2 is produced during: 

A glycolysis in cell ular respiration 

B the Krebs cycle in cellular respiration 

C the electron transport chain of ce ll ular respiration 

D the electron transport chain of the light-dependent 
reactions of photosynthesis 

10 What are the products of anaerobic fermentation in 
yeast? 

11 a Where does the Krebs cycle of cell ular respiration 
take place? 

b What are the final products of this process? 

12 What is the major benefit to cells in using cell ular 
respiration rather than anaerobic fermentation? 

13 Briefly describe what happens to pyruvate in the two 
biochemical pathways that can occur after glycolysis 
when oxygen is: 
a present (in aerobic organisms) 

b absent (in anaerobic organisms) 

14 Why would a prokaryotic orgc1nism use anaerobic 
fermentation rather than cellular respiration? 

15 What strategies cou ld a scientist use to engineer yeast 
to increase the effic iency of biofuels? 
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Application and analysis 
16 Discuss the benefits and the current limitations and 

disadvantages of biofuels. 

17 A study was conducted to investigate the best protocol 
for increasing the efficiency of biofuel production 
and to compare the theoretical versus practical 
yield of ethanol. The study used the microorganism 
Saccharomyces cerevisiae (yeast) strain and compared 
its ability to produce ethanol using two growing 
methods: batch and fed-batch cultures. The batch 
method (graphs A) involved providing the yeast with 
all the glucose (food) it required at the start of the 
experiment (26%), whereas in the fed-batch culture 
(graphs B), the addition of glucose was staggered over 
time (18% initia lly + 4% glucose supplemented at 24 
and 48 h, tota ll ing 26%). Below are the results of the 
yeast grown under the two conditions. Ethanol yield (%) 
is the ratio of the concentration of ethanol produced 
compared to the concentration of glucose consumed. 

a Interpret the two graphs in regards to glucose and 
ethanol levels over time. 

b Discuss the relationsh ip between dissolved oxygen 
levels (%) and ethanol concentration (g/L). 

c Which protocol would you recommend be followed 
for increased production and why? 

A: Ethanol production in batch yeast culture 
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18 The Krebs cycle is an important stage of cel lular 
respiration. The diagram below shows the chemical 
changes that occur during the cycle for one molecule 
of pyruvate. 

pyruvate -~- acetyl CoA--=-----
NADH 

NADH 

NAO• 

FADH
2 

FAD 

Krebs cycle 

NADH + CO2 

NAO• 

NAOH + CO2 

NAO• 

ATP 

Use the information in the diagram above and your 
knowledge of ce llular respiration to answer the 
following questions. 

a How many molecules of ATP are formed in the 
Krebs cycle from one molecule of glucose? 

b How many H+ ions are loaded onto carriers during 
one turn of the Krebs cycle? 

c NAO and FAD are sometimes described as proton 
carriers. Why? 

d i How many molecules of carbon dioxide are 
produced during one turn of the Krebs cycle? 

ii Which stage produces the remainder of the 
carbon d ioxide? 

e Most of the ATP produced during the aerobic phase 
of respiration comes from the electron transport 
chain, yet this could not occur without the Krebs 
cycle. Explain. 

19 Describe and compare the pros and cons of first-, 
second- and third-generation biofuels generated by 
anaerobic fermenting organisms. 

20 The enzyme cytochrome c oxidase is found embedded 
in the cristae of mitochondria. It is the last enzyme in 
the electron transport chain. It transfers electrons to 
oxygen and also binds protons (H+) to oxygen to form 

water. 

a What is t he significance of the electron t ransport 
chain to living ce lls? 

b Sodium azide is a toxic chemical that binds 
irreversibly to cytochrome c oxidase. Explain why 
sodium azide is sometimes used in agricu lture to 
control pathogens in the soil. 

c An experiment was performed using human skin 
cel ls. Skin cells were grown in culture so that the 
cel ls were all separated. The cu lture was divided in 
half and one half of the culture was placed in a test 
tube. The other half of the cu lture was treated to 
separate the mitochondria from the rest of the cell 
contents. The mitochondria were placed in one tube 
and the residue was placed in a third test tube. 

Samples from each of the tubes were grown in the 
following solutions: 

S glucose + sodium azide 

T pyruvate + sodium azide 

U glucose only 

V pyruvate only 

The test tubes were supplied with oxygen. All other 
variables were kept the same. After 30 minutes, 
the tubes were tested for the presence of carbon 
dioxide and lactic acid. The results are shown in the 
table below. 

s 
glucose 
+ 
sodium 
azide 

T 
pyruvate 
+ 
sodium 
azide 

u 
glucose 
only 

V 
pyruvate 
only 

Whole cells lactic acid lactic acid CO2 

Mitochondria neither neither 

Cell residue 
without 
mitochondria 

lactic acid neither lact ic acid neither 

i What is/are the control(s) in th is experiment? 

ii Explain why carbon dioxide was produced in 
the 'pyruvate only' tube but not in the 'glucose 
only' tube, of the tubes that contained only 
m itochondria. 

iii The experiment could not be extended beyond 
30 minutes because after that time the whole 
cel ls in series T died. The whole ce lls in series 
S continued to live for some time. Explain why 
the cells with pyruvate + sodium azide died but 
those with glucose + sodium azide did not. 

iv Do the results of this experiment support the 
claim that sodium azide disrupts the electron 
trc1nsport chain? 

v How would the results have differed if plant cel ls 
had been used for the experiment? 
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REVIEW QUESTIONS 

How are biochemical pathways regulated? 

Multiple-choice questions 
Use the following graph to answer questions 1 and 2. 
The graph shows the energy levels of a reaction in the 
presence and absence of an enzyme. 

Energy used during a biochemical reaction 

p 

6'o 
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Q 
QJ 
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QJ energy of 
<O ..., reactants 0 
f- R 

energy of products 

Progress of reaction 

1 Conclude the best explanation for the different energy 
amounts label led P, Q and R. 

p IQ IR 
A absence of presence of endergon ic 

an enzyme an enzyme reaction 

B presence of absence of exergon1c 
an enzyme an enzyme reaction 

C absence of presence of exergon1c 
an enzyme an enzyme reaction 

D presence of absence of endergon ic 
an enzyme an enzyme reaction 

2 Which of the following also represents the activation 
energy of the enzyme-catalysed reaction? 

A p 
B Q 
C P + R 
D Q + R 

3 The fo llowing graph shows the effect of changing 
substrate concentration on the amount of product 
formed. 
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Effect of substrate concentration 
on amount of product formed 
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Identify the conclusion that can be drawn. 

A The rate of reaction increases exponentially with an 
increase in substrate concentration. 

B The rate of reaction decreases exponentially with an 
increase in substrate concentration. 

C The rate of reaction increases greatly up to a point 
as the substrate concentration increases, and then 
the rate of increase starts to decrease. 

D The rate of reaction is not affected by any change in 
the substrate concentration. 

4 The graph below shows the rate of photosynthesis of 
two different plant species when the plants are 
experiencing the same environmental conditions. 

V1 ·-

Rate of photosynthesis for plants 1 and 2 

plant 1 
V1 

<l> QJ ..., ..c 
n:l...., 
.._ C 
QJ >, 
> V1 ·..., B 
n:l 0 
<l> ..c 

a:: a. ._ 
0 

plant 2 

Light intensity 

Which limiting factor is most li kely to be causing the 
d ifference in photosynthetic rates between the two 
plants? 

A oxygen availabi lity 

B chloroplast availability 

C carbon dioxide availabil ity 

D water availabi lity 
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5 Identify which of the following statements outlining 
the key differences between C3, C4 and CAM plants is 
correct. 

A C
3 

and C
4 

plants both use Rubisco to fix carbon. 
CAM plants do not. 

B C
3 

plants are able to use Rubisco to fix a three
carbon molecule. C

4 
and CAM plants do not. 

C C3 and C4 plants are both able to use Rubisco to fix 
a three-carbon molecule; however, CAM plants must 
f irst fix a four-carbon molecule. 

D C
3

, C4 and CAM plants are all able to use Rubisco to 
fix a three-carbon molecule; however, C4 and CAM 
plants will first fix a four-carbon molecule. 

6 Identify which of the following is not a product of the 
Krebs cycle. 

A CO
2 

B NADH + H+ 

C NADPH + H+ 

D ATP 

7 Identify the most accurate description of ATP. 

A a competitive inhibitor 
B an energy-carrying molecule 

C the main product of photosynthesis 

D aerobic transport pathway 

Short-answer questions 
8 Study the following graph of enzyme activity. 
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Enzyme activity in relation to temperature 

10 20 30 40 50 
Temperature (°C) 

a Outline what happens to enzyme activity as the 
temperature increases from 0°C to 40°C. 

b Identify the optimum temperature for the enzyme. 

c Explain what happens to the enzyme above 40°C. 

d Name the other factors that affect enzyme activity. 

,. 
--------- .. 

9 A transmission electron micrograph of structure Z is 
shown in the following f igure. 

a Identify structure Z. 
b State the overall chemical equation for the reaction 

that involves this structure, providing total inputs 
and outputs. 

10 Scientists investigated the effect of temperature on the 
rate of photosynthesis on two different plants: plant A 
and plant B. The graph shows the results of the 
experiment. 
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a Compare the general effect of temperature on the 
rate of photosynthesis in plant A and plant B. 

b Explain why the rate of photosynthesis falls at 
temperatures higher than 50°C. 

c Which plant is most likely to be a CAM plant? Justify 
your answer. 
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11 The fol lowing graph shows the rates of photosynthesis 
and cel lu lar respiration in an indoor plant that receives 
plenty of natural light through a large window. 
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Rate of photosynthesis and cellular respiration 
in an indoor plant 
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a Deduce whether there is a net oxygen uptake or 
output at each of these times: A, B, C, D, E. 

b Propose what change in the plant's environment 
might have caused the rate of photosynthesis shown 
at times D and E. 

12 The graph below shows the contributions of the two 
energy-producing pathways (aerobic cel lular 
respiration and anaerobic fermentation) to physical 
activity. 

Energy produced using aerobic and anaerobic respiration 
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a Athletes competing in sports that require short-term 
power output, such as sprinting, obtain most of 
their ATP from the anaerobic pathway, but athletes 
requiring sustained energy use aerobic ce llular 
respiration to meet most of their energy needs. 

i Why do cells need ATP? 

ii What is the name of the process that produces 
ATP during anaerobic fermentation? 

iii Explain which pathway (A or B) is most likely to 
represent ATP production by a sprinter. 

iv Why can't anaerobic fermentation supply the 
energy needs of athletes in events requiring 
energy over a sustained period of time? 

b Animals make lactic acid during anaerobic 
fermentation, but yeasts and plants produce ethanol 
and carbon d ioxide. Suggest a reason why the 
products are different in animals and plants. 

13 Enzymes are used to catalyse cellular reactions during 
both photosynthesis and cell ular respiration. 

s, .. 
E 

a What enzyme activation model does the diagram 
above represent? 

b If heated above its critical temperature, an enzyme 
denatures. Describe what happens to an enzyme's 
structure when it denatures. 

c Why does denaturation affect the enzyme's activity 
during these processes? 

14 Blood and tissue flu id in a human are general ly 
maintained in a narrow pH range, between 7.35 and 
7.45. This means blood is slightly basic. A family of 
enzymes called carbonic anhydrases is responsible 
for the conversion of CO

2 
to HC0

3
. in the tissues, 

and HC03. back to CO2 in the lungs. lmidazole is a 
chemical that inhibits the action of carbonic anhydrase. 
An experiment was run at 37°C, with and without 
imidazole, at varying CO

2 
concentrations. The amount 

of imidazole added was kept constant throughout the 
experiment. 

The results are shown in the tab le. 

CO2 
concentration 
(mmol/L) 

0.1 

0.2 

0.3 

0.5 

1.0 

2.0 

Rate of conversion 

Without imidazole 
(mmol/min) 

3.2 

4.5 

6.7 

7.1 

8.8 

10.3 

With imidazole 
(mmol/min) 

1.6 

2.7 

4.1 

6.3 

7.8 

10.1 
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a i Name the independent variable(s) in this 
experiment. 

ii lmidazole is a competitive inhibitor of CO
2 

convers ion. Explain how imidazole slows the rate 
of reaction. Ensure you describe the structures 
involved in your answer. 

iii Explain the difference in the rate of inhibition as 
the concentration of CO2 changes. 

b In a further experiment on the activity of carbonic 
anhydrase, its activity during changes to pH was 
investigated. The results were graphed. Four graphs 
are shown. 
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i Propose which of the graphs is most likely to 
show the activity of this enzyme at various pH 
va lues. 

ii Justify your choice and explain what is occurring 
to the enzyme. 

iii State why the other graphs are not correct. 

c lm idazole could be used as a poison. Explain how it 
would affect the metabolism of an organism. 
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15 A section of the glycolysis pathway showing various 
substrates, products and enzymes is illustrated in the 
diagram below. 

glucose 
ATP-~ 

hexokinase 
ADP - -

glucose-6-phosphate 

phosphoglucose isomerase 

fructose-6-phosphate 
ATP-~ 

ADP ---
phosphofructokinase 

fructose-1,6-biphosphate 

Scientists measured the effect of different 
concentrations of fructose-6-phosphate on 
phosphofructokinase activity. Phosphofructokinase 
activity was also measured with low and high 
concentrations of ATP in the reaction mixture. 
The graph below shows the results. 
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Phosphofructokinase activity in relation to 
concentration of fructose-6-phosphate 

low ATP concentration 

high ATP concentration 

Concentration of fructose-6-phosphate 

a Outline the effect of increasing fructose-6-phosphate 
concentration. 

b Explain how increasing the concentration of 
fructose-6-phosphate affects the activity of 
phosphofructokinase. 

c Outline the effect of increasing ATP concentration on 
the activity of phosphofructokinase. 

d Given that one of the functions of glycolysis is to 
produce ATP, explain how the concentration of ATP 
affects phosphofructoki nase. 

16 Cellular respiration is a process that is essential for the 
survival of most life forms. The diagram below shows 
the stages of cellular respiration and the inputs and 
outputs of each stage. 

a Complete the diagram by fil li ng in the empty boxes. 

2ATP 

t 
pyruvate 

glycolysis 

• 
• 
• 

electron 
t ransport 

chain 

H
2
0 

b DNP (2,4-dinitrophenol) is a chemical that was used 
during World War I to make explosives. Workers 
handling the DNP were found to have extremely 
high body temperatures (up to 44°C) and suffered 
from severe weight loss. Some workers died as a 
result of absorbing DNP through their skin, ingesting 
it or inhaling it. Research into DNP has shown 
that one of its actions is to block the movement of 
phosphate ions into the mitochondria. 

i Normally, during cellular respiration much of the 
energy released from the breakdown of glucose 
is used to build ATP. What happens to the rest of 
the energy? 

ii Suggest how the action of DNP could lead to the 
very high body temperatures observed. 

iii Very high body temperatures have been 
associated with a number of fatalities. Explain 
how high body temperatures can lead to cell 
death. 
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c A student was investigating 
the effects of DNP on cellular 
respiration. A cell culture was 
supplied with glucose and 
monitored for the products of 
cellular respiration. During the 
experiment, DNP was added to 
the culture. The graph to the right 
shows the results of the experiment. 

i At what time was DNP added 
to the culture? Justify your 
response. 

ii Why is lactic acid being 
produced by the cells? 

iii DNP is highly toxic. Identify 
two safety precautions that the 
student should implement while 
performing this experiment. 
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17 The Calvin cycle is a series of chemical reactions. Each reaction is cata lysed 
by its own enzyme. The first step in the Calvin cycle adds a carbon dioxide 
molecu le to a ribulose 1,5-bisphosphate molecu le. The new molecule (called 
3-phosphoglycerate) is then further modified, ultimately forming glucose. The 
enzyme that catalyses the first step is cal led Rubisco. 

:e 

ribulose 1,5-bisphosphate + CO
2 

Rubisc~ 3-phosphoglycerate 

a Which stage of photosynthesis is the Calvin cycle part of? 

Examine the diagram of a ch loroplast and the visual representation of 
photosynthesis in the ch loroplast. 

a 1 b 

D 

photosynthesis 

RuBP 

X 

GAP 

~ c--

y 
r - - -- - -- - - - -., 
I 

NADPH 

I NADP 
'- - - - -- ---- - - ~ 

Different compartments of the chloroplast are represented by 1 and 2 in 
figure a, and X and Y in figure b. 

b Match and name the structures identified in figure a with X and Y 
in figure b. 

c In f igure b, identify substances A to D from the following list: CO
2

, 0
2

, H
2
0, 

glucose. 

d On an overcast day, the inputs and outputs of each stage in photosynthesis 
can be affected. Determine which substance would be directly affected 
by an overcast day and propose how this would affect the production 
of glucose. 
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A 
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18 a An experiment was performed in which muscle 
cells were incubated in a low-oxygen environment 
at 20°C. The cumulative uptake of glucose was 
measured in grams. The results for the first 
10 minutes are shown in the following table. 

Glucose use in the absence of oxygen 

Time (minutes) Glucose uptake (g) 

2 5 

4 10 

6 15 

8 20 

10 25 

After 10 minutes, oxygen was infused into the 
culture and measurement of the uptake of glucose 
continued. The results for the next 10 m inutes 
are tabulated below. Temperature was maintained 
at 20°c. 

Glucose use in the presence of oxygen 

Time (minutes) Glucose uptake (g) 

12 26 

14 27 

16 28 

18 29 

20 30 

i Graph the uptake of glucose versus time for the 
20 minutes of the experiment. Clearly mark the 
point at which oxygen was introduced into the 
culture. 

ii Explain why glucose uptake declined so 
significantly after oxygen was added to the 
culture. 

iii What is the independent variable in the 
experiment? 

iv Why was it necessary to ensure that the 
temperature remained at 20°C throughout the 
experiment? 

b Some mitochondrial diseases are caused by 
mutations in the genes needed for cellu lar 
resp irat ion. 

i One mitochondrial disease is caused by a 
mutation in the gene that encodes the protein 
cytochrome c oxidase. Cytochrome c oxidase 
is the last of the cytochrome proteins form ing 
the electron transport chain. Where in the 
mitochondria will this protein be found? 

ii An experimenter investigating mitochondrial 
mutations performed the experiment from 
part a using cells with mitochondria possessing 
mutations. The scientist noted that when 
oxygen was added after 10 minutes, no change 
in glucose use was observed. Explain this 
observation. 

19 Increasing global temperatures have had an impact 
on the crop yield of many edible plants and their 
fruits. Scientists are currently researching the use of 
CRISPR-Cas9 technology to reduce the impact of these 
changes and improve the crop yield to address food 
security at a global level. One possible area of research 
is the modification of the enzyme Rubisco activase to 
increase the rate and efficiency of photosynthesis in 
food crops. In some fruiting plants, such as tomato, 
Rubisco is inhibited by the presence of sugar
phosphate bonds at the active site. Rubisco activase is 
used to modify these bonds of the Rubisco enzyme to 
allow it to perform its function. It has been suggested 
that Rubisco activase is temperature-sensitive and can 
reduce function at temperatures above 45°C, which 
could be a limiting factor in rates of photosynthetic 
activity. 

a In which stage of photosynthesis is Rubisco active? 
b What impact on photosynthesis wou ld inactive 

Rubisco have in tomato plants? 

c Outli ne an experiment that uses hypothetical 
CRISPR-Cas9 enhanced tomato plants with modified 
Rubisco activase to improve photosynthetic activity. 
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To achieve the outcomes in Unit 4, you will draw on key knowledge 
outlined in each area of study and the related key science skills on 
pages 7-9 of the study design. The key science skills are discussed 
in Chapter 1 of th is book. 

I AREA OF STUDY 1 I 
How do organisms respond to pathogens? 
Outcome 1: On completion of this unit the student should be able 
to ana lyse the immune response to specific antigens, compare 
the different ways that immunity may be acquired and evaluate 
challenges and strategies in the treatment of disease. 

I AREA OF STUDY 2 I 
How are species related over time? 
Outcome 2: On completion of this unit the student should be able 
to analyse the evidence for genetic changes in populations and 
changes in species over time, analyse the evidence for relatedness 
between species, and evaluate the evidence for human change over 
time. 

I AREA OF STUDY 31 
How is scientific inquiry used to investigate 
cellular processes and/ or biological change? 
Outcome 3: On the completion of this unit the student should 
be able to design and conduct a scientific investigation related 
to cellular processes and/or how life changes and responds to 
challenges, and present an aim, methodology and methods, results, 
discussion and a conclusion in a scientific poster. 
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Learning outcomes 
In this chapter you wil l learn about antigens, including the different types of 
antigens and their role in immune responses, and that pathogens are a source 
of non-self antigens. You will also learn about cellular and non-cellular pathogens 

associated with infectious disease in plants and animals, and preventative 
physical, chemical and microbiological barriers to keep these sources of non-self 
antigens at bay. Finally, you will learn about the innate immune response and 
acute inflammatory response to infection that occurs in vertebrates when these 
preventative barriers are breached. 

Key knowledge 
• physical, chemical and microbiota barriers as preventative mechanisms 

of pathogenic infection in animals and plants 8.2 

• the innate immune response including the steps in an inflammatory 
response and the characteristics and roles of macrophages, neutrophils, 
dendritic cells, eosinophils, natural killer cells, mast cells, complement proteins 
and interferons 8.2 

• initiation of an immune response, including antigen presentation, the distinction 
between self-antigens and non-self antigens, cell ular and non-cel lular 

pathogens and al lergens. 8.1 

• 
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FIGURE 8.1.1 Artist's impression of rotavi rus, a 
virus that is a common cause of gastroenteritis 
and diarrhoea in infants. Proteins on the 
surface of the virus act as antigens, which are 
recognised by the body's immune cells. 

O Immune cells (also called leukocytes 
or white blood cells) are cells 
produced by the immune system 
to protect your body from foreign 
substances, such as pathogens. 
Immune cells include eosinophils, 
neutrophils and lymphocytes. 

O Antibodies (also known as 
immunoglobulins) are proteins 
produced by B lymphocytes that bind 
to specific antigens. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

8.1 Antigens and pathogens 
Antigens are unique molecules, or parts of molecules, that can often elicit an 
immune response, and so play a crucial role in immunity. Antigens can be classified 
as self-antigens or non-self antigens, and an organism's immune cells can usually 
differentiate between self-antigens and non-self antigens and respond accordingly. 

This section will focus on the nature of antigens, the distinction between different 
types of antigens, and on pathogens as sources of non-self antigens (Figure 8 .1.1). 

THE NATURE OF ANTIGENS 
Antigens are unique molecules, or parts of molecules, that can be recognised by 
receptors on T lymphocytes (also known as T cells), orb)' antibodies produced 
by B lymphocytes (also known as B cells). You will learn more about T and B 
lymphocytes in Chapter 9. Antibodies, also kno,:vn as immunoglobulins (lg), can 
be bound to the surface of, or secreted by, B lympl1ocytes. 

Antigens are important because the)' allow the body to recognise potentially 
harmful pathogens and mount an immune response against them. Although many 
antigens trigger an immune response, so1ne do not. Antigens tl1at elicit an immune 
response are more properly kno,,vn as immunogens; however, in the context of an 
immune response it is still common to simply refer to them as antigens. 

Structure of antigens 
Most antigens are protein-based and can be composed of one or more polypeptide 
chains. However, antigens can also be composed of carbohydrates, lipids and even 
nucleic acids. For example, the complex carbohydrates of the human ABO blood 

• group are antigens. 

Types of antigens 
Antigens are expressed or presented on the surface of the plasma membrane of 
cells, where they act as recognition sites for the immune system. However, not all 
antigens are attached to a cell; for example, some antigens, such as toxins released 
by bacteria, circulate freely in body fluids. 

Antigens that result in immediate hypersensitivity reactions are called allergens. 
Immediate l1ypersensitivity reactions (or allergic responses) are due to a rapid 
and vigorous overreaction of the immune system to antigens that vvould othen:vise 
be harmless. Typical allergenic substances include pollen, fur, house dust, latex and 
foods such as peanuts, lobster and monosodi111n glutamate (MSG). Depending on 
the particular individual and antigen, the hypersensitivity reaction can range from 
mild to being a life-threatening reaction lmown as anaphylaxis. 

The immune s)rstem is normally able to distinguish antigens that are expressed 
by its o,:vn cells (self-antigens) from tl1ose tl1at are not (non-self antigens) , and 
respond accordingly. 

264 AREA OF STUDY 1 I HOW DO ORGANISMS RESPOND TO PATHOGENS? 



CASE STUDY ANALYSIS 

Determining blood groups for successful transfusion 
The first successful human-to-human blood transfusion is 

reported to have occurred in the 1800s. At that time, a blood 

transfusion was a risky procedure. It might help a patient, but 

it could also make them much worse. This is because human 

blood groups (ABO) were not discovered until 1901 and the 

idea that transfusions should be matched to the recipient's 

blood group was not suggested until 1907. 

The A and B blood type antigens are carbohydrate molecules 

attached to proteins and lipids in the red blood cell membrane. 

The structure of the carbohydrate makes the A antigen different 

from the B antigen. If the blood type transfused into a patient 

is different from the patient's own blood type, an immune 

response will be elicited by the patient's immune system. 

Antibodies will recognise the transfused blood cells as foreign 

and will bind to their antigens. This causes clumping (or 

agglutination) of red blood cells (Figure 8.1.2). Agglutination 

destroys the red blood cells, which normally transport oxygen 

throughout the body, and so can result in severe anaemia and 

even death. 

The presence or absence of A and B antigens on the surface 

of red blood cells determines whether the blood group is 

A, B or AB. Group O blood has neither A nor B antigens on 

the surface of red blood cells (Table 8.1.1). If the blood type 

transfused into a patient is different from the patient's own 

blood type, an immune response may be elicited by the 

patient's immune system, which can lead to death. 

TABLE a.1.1 The four different blood groups, as determined by the 
presence or absence of A and B antigens 

Blood type Red blood 
cells 

A 

B 

AB 

0 

Antibodies Antigens 
present in plasma present on cells 

-y-
anti-B A 

y T 
anti-A B 

none I T 
A and B 

y -y-
none 

anti-A and anti-B 

FIGURE a.1.2 Agglutination test: red blood cells have clumped 
together (or agglutinated) in the left and middle drops of blood 
on the microscope slide. The drop of blood on the right of the 
microscope slide has not agglutinated. 

An individual who presents at a hospital today with 

serious bleeding will receive a safe, antigen-matched 

transfusion. Blood group matching is a fairly simple 

and quick procedure in which antibodies to the blood 

proteins are mixed with samples of the patient's 

blood in order to identify the correct blood group for 

transfusion. The antibodies for antigen A are called 

'anti-A' and the antibodies for antigen Bare called 

'anti-B'. The matching antibody and antigen are never 

found in the same individual and when they are mixed, 

the blood will agglutinate (clump together). 

Analysis 
A patient has presented to the emergency department 
of the local hospital needing a blood transfusion. The 
plates below show the results of the test carried out to 
determine the patient's blood group. 

Anti-A 

. .. . -
Anti-B 

1 What is the patient's blood group? 

2 How do you know? 

3 What blood groups could be used for the patient's 
transfusion? 
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I CASE STUDY I 

Allergic responses 
An al lergic response (also ca lled an 
allergic reaction) to pollen is called 
allergic rhinitis (or hay fever). It is 
triggered by pollen particles, which 
carry allergen ic antigens on their 
surfaces. Grass and tree pollens are 
the most common cause of hay fever 
in Austra lia and New Zealand. Pol len 
sensitivity has a seasonal pattern 
of occurrence, as pollen is most 
abundant in the atmosphere during 
spring and early summer. 

Whatever the allergen, mast cell 
release of histamine is central to 
immediate hypersensitivity reactions. 
Allergic responses are mediated 
by a specific type of antibody 
called immunoglobulin E (lgE). lgE 

is produced by plasma ce lls and 
travels in the bloodstream. When lgE 
comes into contact with mast cel ls, 
which are common in epithelial and 
mucosal tissues, the tail end of the 
lgE antibody binds to receptors on 
the ce ll surface. 

Upon subsequent exposure to the 
same al lergen, the allergen binds 
to a pair of adjacent lgE molecules, 
bridging the gap between (or 
crosslinking) the two lgE molecules. 
This binding triggers a cascade of 
signal ling molecules that causes the 
mast cells to release histamine (and 
other mediators of inflammation) 
from their intracellular vesicles by 
exocytosis (Figure 8.1.3). 

antigen t riggers production 
of lgE antibodies 

.. • 
antigen or 
allergen plasma cel l 

subsequent exposure 
to the same antigen 

• . ... 

antigen bridges the gap 
between two ant ibody 

. 
~ .. . . .. · . .. ~ . .. .. . . . . . 

... ·1. • . . ..-: . . ... ... .... . . . ., 

molecules, causing degranulation 
of the cell and release of 
histamine and other mediators 

Histamine is an organic nitrogenous 
compound that binds to specific 
receptors on various cel l types. 
Histamine causes: 

• blood vessel di lation 

• a decrease in blood pressure 

• an increase in the permeability 
of blood vessels to immune cells 
and fluids for a better immune 
response at the site of antigen 
contact 

• contraction of smooth muscles 
lining the airways, which can make 
it more difficult to breathe 

• activation of f luid-secreting cells 
that results in a runny nose, teary 
eyes and sneezing, which expels 
foreign antigens. 

I 

lgE binds to 
the surface of 
mast cells 

histamine increases 
the permeability and 
dilation of blood 
capillaries 

FIGURE 8.1.3 Step 1: Initial exposure to allergens (e.g. pollen) triggers plasma cells to produce lgE molecules 
specific to the antigen. Step 2: The tail end of the lgE binds to receptors on mast cells. Step 3: Subsequent 
exposure to the same allergen causes the antigen to bind to two lgE molecules on a mast cell. Step 4: This binding 
triggers a cascade of signall ing molecules that ultimately result in the release of histamine. Step 5: Histamine 
binds to receptors on various cells in the body, which produces the classic features of an allergic response. 
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Responding to antigens 
Antigen recognition is dependent on the detection of antigens by receptors: 
• The receptors on B lymphocytes are membrane-bound antibodies that 

recognise free antigens or antigens that are on the surface of a pathogen 
(Figure 8. l .4a). Antibodies can also be secreted by the B lyn1phocytes 
(Figure 8.l .4b) . 

• The receptors on T lympl1ocytes are different from the membrane-bound 
antibodies ofB lymphocytes, and recognise antigens presented by the organism's 
own antigen-presenting cells (APCs) (Figure 8.1 .4c). 

a 
antigen i---.. 

B lymphocyte 

antigen receptors 

b 

antibodies secreted 
from B lymphocytes 

C 

antigen-presenting 
cell 

T lymphocyte 

FIGURE 8.1.4 Antibodies are antigen receptors that can be (a) bound to the plasma membrane 
of B lymphocytes or (b) secreted from B lymphocytes. (c) T lymphocytes have their own type of 
receptors that recognise antigens presented by specialised antigen-presenting cells. 

There are many different receptors a.nd they are specific to particular antigens. 
The major histocompatibility complex (MHC) proteins, also called 

human leukocyte antigens (HLA), are proteins on the surface of your body's 
cells that present self-antigens or non-self antigens to T lymphocytes. There are 
different classes of MHC proteins, which you will learn more about in Sections 8.2 
and 9.2. 

In the thymus, rf lymphocytes undergo a maturation stage called positive 
selection, in which the T lymphocytes that do not interact with MI-IC proteins are 
destroyed by programmed cell deatl1 (apoptosis). They then u11dergo a second stage 
of maturation, called negative selection, in vvhich T lymphocytes that react \1/ith 
self-antigens in the th)1mus bind tightly to the cells in the thymus and evenn1ally 
die. This t\:vo-stage process of selecti11g T lymphocytes that can recognise MHC 
proteins, and eliminating T lymphocytes that react to self-antigens, is called clonal 
deletion. 

The inability to respond to self-antigens is called tolerance, or self-tolerance. 
If self-tolerance breal,s down and the immune system responds to self-antigens, it 
results in autoimmune diseases. You ,~1ill learn more about autoimmune diseases i11 
Chapter 10. 

As mentioned earlier, not all antigens (including not all non-self antigens) elicit 
an immune response, and antigens that do elicit an immune response are called 
. 
1rmnunogens. 

BIOFILE 

Antigens and antibodies 
The term 'antigen' stands for 'antibody 
generator' . Antibodies are proteins 
made when immune cells called 
8 lymphocytes become activated. 
Antibodies bind to specific antigens 
(see figure below) and play an essential 
role in removing pathogens and 
preventing disease. 

Digital illustration showing antibodies (pink) 
binding to specific antigens on the surface 
of influenza virus (yellow) 

O MHC proteins are sometimes also 
called human leukocyte antigens 
because they were first discovered 
through antigenic differences 
between leukocytes of different 
individuals. 

ws 
25 
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FIGURE 8.1.6 Coloured scanning electron 
micrograph (SEM) of E. coli bacteria (rod
shaped) found in a urine sample from a patient 
with a urinary tract infection 

FIGURE 8.1.7 Although mushrooms sold at 
the supermarket are safe to eat, many species 
found in the wi ld are poisonous. 

FlGURE 8.1.8 Coloured SEM of the yeast 
Candida albicans, which causes thrush 
(candidiasis). Depending on environmental 
conditions, C. albicans takes a unicellular yeast
like forn1 or a multicellular filamentous for111. 

PATHOGENS AS SOURCES OF NON-SELF ANTIGENS 
Pathogens are agents tl1at cause disease . Dependi11g on tl1eir ability to cause 
disease, pathogens are divided into two groups: 
• Primary pathogens- cause disease any time they are present. 
• Opportunistic pathogens- only cat1se disease vvhen the host's defences have 

been weakened, for example, by poor nutrition or stress. 
Most pathogens contain unique antigens that can be recognised by the immune 

system. For example, the tuberculosis bacterium, the fungus tl1at causes tinea, and 
the virus that causes influenza each have antigens that are unique to them. Toxins 
secreted by pathogens can also act as antigens. 

Cellular pathogens 
Pathogens may be cellular or non-cellular. Cellular pathogens of plants and 
animals include bacteria, fungi, oom)rcetes, protozoans, worms and arthropods. 

Bacteria 
Bacteria are prokaryotes that are almost everyvvhere, and exposure to pathogenic 
( disease-causing) bacteria is a certainty (Figure 8 .1. 5). Many pathogenic bacteria 
species l1ave evolved strategies to avoid recog11itio11 by tl1e l1ost's immu11e cells or 
interfere with the immune response. Some mechanisms that bacteria use to avoid 
the host's immune response include inhibiting antigen processing and presentation, 
impairing MHC synthesis and expression, and disrupting lymphocyte activation. 

Not all bacteria species are patl1ogenic and therefore an imn1une response is not 
al,;vays required. Tl1e l1uman bod)' supports and relies on a range of bacteria tl1at 
reside on and inside it. For example, humans benefit from the metabolic products 
of non-pathogenic Escherichia coli, an inhabitant of the intestine. Hovvever, it is 
possible for the same strai11 of E. coli that is beneficial in the intestine to cause 
infection if it enters the urinary tract (Figure 8 .1. 6). 

Staphylococcus aureus 

Bacillus cereus 

Escherichia coli 

0 oO~ 
0 \) 0 Q 

o_._c 
0 

Bordetella pertussis 

Streptococcus pyogenes 
Streptococcus pneumoniae 

)C :x ~ 

0 

Klebsiella pneumoniae 
Vibrio cholerae 

• • a 

Corynebacterium diphtheriae Helicobacter pylori 

Clostridium botulinum Clostridium tetani Neisseria gonorrhoeae Treponema pallidum 

FIGURE 8.1.5 Common pathogenic bacteria 
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Fungi 
Fungi are a diverse family ranging from the macroscopic ( mushrooms, Figure 8 .1. 7) 
to the microscopic (n1oulds, unicellular yeasts and yeast-like fungi, Figure 8.1.8). 
Fungi can secrete digestive enz)rmes into their environment to break do\vn organic 
matter, \Vhich can then be absorbed into the fungus. It is these secreted substances 
that are usually responsible for causing disease in animals and plants. Fungal cells 
produce surface glycoproteins and polysaccharides that act as antigens, allowing 
them to be identified by cells of the immune system. 

Oomycetes 

The oomycetes (phylum Oomycota) include organisms tl1at cause blight and 
downy mildew on plants and life-threatening infections in a11imals. Originally 
thought of as fungi, the oomycetes, including Phytophthora (which means 'plant 
destroyer'), are now classified in the kingdom Protista. 

Oomycetes have motile cells (with flagella), walls of cellulose, and many cellular 
processes that are not found in fungi. When spores of oomycetes are released on a 
leaf, they may be carried in water droplets to other leaves, swim to a germinatio11 
site, or germinate directly, sending out a hypha (fungal thread) that branches and 
invades plant tissue. These branching l1yphae (l1austoria) penetrate living cells and 
absorb nutrients or release enzymes that digest cytoplasm into molecules tl1at can 
be absorbed. In plants, it l1as been shown that ooymcetes release molecules that 
suppress their host's immune response and inhibit apoptosis. 

There are about 35 species of Phytophthora, and they infect many crops 
including potato, tomato, apple, tobacco plants and citrus trees. In Australia, 
P cinnamomi l1as destroyed te11s of thousands of hectares of \7aluable eucalypt 
timberland (Figure 8.1. 9) . The spores of P cinnamomi, some of vvhich can survive 
for years in moist soil, are attracted to the roots of the plants they infect by a 
chemical released from the roots. 

Protozoans 

FIGURE 8.1.9 Eucalypt forest in the 
Brisbane Ranges National Park infected 
with cinnamon 'fungus', Phytophthora 
cinnamomi, which causes dieback disease. 
Species of Xanthorrhoea (grass tree) are 
also very susceptible to this disease and 
rapidly turn brown and die. 

Protozoans are unicellular eukaryotes (Figure 8.1.10). Some reproduce \Vithin 
their host's cells, while otl1ers, like Giardia la1nblia (Figure 8.1.11), demonstrate 
extracellular reproduction. The life cycles of some protozoans include multiple 
stages in different hosts. Many of these protozoans express different proteins on 
the surface of their plasma membra11es at different stages of tl1eir life cycle. These 
proteins act as antigens. The mechanism b)' vvhich their surface antigens change is 
l<novvn as antigenic variation, and it assists protozoans in evading detection by 
the host. 

O Pythium insidiosum is the only 
oomycete known to infect mammals, 
including humans. 

O Motile cells are capable of motion. 

Giardia /amblia Trichomonas vagina/is 

• 

Trypanosoma gambiense Leishmania sp. 

FIGURE 8.1.10 Common pathogenic protozoa 

FIGURE 8.1.11 Coloured SEM of a Giardia 
lamblia protozoan (pink), which undergoes 
asexual reproduction in the small intestine and 
causes diarrhoea 
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The changing face of malaria 
The malarial protozoan P/asmodium 
infects red blood cells, where it resides 
to evade recognition by circulating 
immune cells {see figure below). 
Plasmodium produces adhesion 
proteins, which it presents on the 
surface of the red blood cell. These 
proteins interfere with the cell 's 
act ivities within capillaries. 

The immune system recognises 
the adhesion proteins as non-self 
antigens, but before it can mount 
an effective immune response, the 
parasite replaces the adhesion protein 
with a different adhesion protein. 
P/asmodium has approximately 60 
different adhesion proteins that it can 
continually interchange to remain a 
step ahead of the immune system. 
Scientists have recently discovered 
that an enzyme known as ribonuclease 
{RNase) causes this process of 
antigenic variation. 

Coloured SEM of red blood cells infected 
with Plasmodium parasite. Changes to the 
normal red blood cell membrane (left) are 
clearly seen in the infected red blood cell 
(top right). 

Worms 
Parasitic worms can infect plants and animals. ~fhey include flatworms such as 
tape\vorms, and roundworms such as l1ookworn1s, pinworms and threadworms. 
In plants, roundvvorms infect roots and are major pests of orchard trees and crops. 
In animals, parasitic vvorms can regulate the immune system in a number of vvays 
so that the imn1t1ne response against them is suppressed. For example, son1e 
roundworms (Figure 8.1.12), suc.h as Nippostrongylus brasiliensis, secrete inhibitors 
that block the action of enzymes needed for antigen presentation, which is an 
in1portant part of tl1e immune response you will learn more about in Section 8.2. 
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FIGURE 8.1.12 Light micrograph (LM) of female and juvenile roundworms (or nematodes) 

Arthropods 

\ 

• 

• 

Arthropods are invertebrates with external skeletons ( or exosl,eletons). Arthropods 
able to transmit or cause disease in l1umans include i11sects such as mosquitoes, 
ticks, lice and mites (Figure 8 .1.13). Arthropod saliva contains molecules that 
modulate the host immune response and inhibit inflammation. These molecules 
create a favourable environment for pathogen transmission. Arthropod saliva also 
contains antigens that can trigger an immune response and their immunogenic 
properties are being used to help develop vaccines against some vector-borne 
diseases. 

Some arthropods can also damage plants. For example, psyllids (lerp insects) 
are small insects that in their larval stages induce the formation of swollen areas 
of leaf tissue k11own as galls. The larval stages of many psyllid species construct a 
covering (a lerp) under \:Vhicl1 tl1ey feed on the leaf surface. The saliva from feeding 
psyllids kills leaf tissue, causing extensive discolouration of the leaf. 

a 

FIGURE 8.1.13 (a) Ticks feed on blood, so they can act as vectors, able to transmit a number of 
bacterial and viral pathogens when they bite. (b) Common household dust mites feed on flakes of 
dead skin in dust, and their waste products can cause skin and respiratory allergies. 
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Non-cellular pathogens 
Viruses, viroids and prions are non-cellular pathogens (not living), but they 
l1ave the ability to cause disease. 

Viruses 
A virus is an i11fectious agent tl1at is co1nposed of genetic material, eitl1er DNA 
or RNA, enclosed in a protein coat. Some viruses also have a lipoprotein envelope 
(Figure 8 .1.14) . 

During replication, viruses gradually accumulate genetic mutations and some 
of these mutations cause changes to the viral antigens. This process is lmown as 
antigenic drift and results in viruses that are very similar but not identical. They 
will usually be recognised by the immune system if a similar virus has infected the 
host on a previous occasion. Over time, the accumulation of antigenic changes can 
result in a ne~7 virus. 

Antigenic shift, by contrast, is a mucl1 more abrupt change in the genetic code 
of a virus due to re-assortment of genes from different ,riral strains, resulting in 
significantly different a11tigens on tl1e coat of tl1e virus. The abrupt genetic changes 
can result in a virus witl1 different characteristics, enabling it to infect new hosts. 

Viroids 
A viroid is a type of self-cleaving RNA enzyn1e (or ribozyn1e) that is composed 
of short, circular strands of RNA that lack a protein coat. Viroids are onl)r known 
to be pathogens of plants. They damage plants by competing for n11cleotides and 
forming viroid bundles, which mechanically interfere ,vith the internal structures of 
plants, much like a tumour. Viroids are known to have an unusually high mutation 
rate, which creates antigenic ,rariation and allows them to avoid host resistance 
mechanisms. 

Prions 
The only pathogens s.maller than viroids are prions. Prions are the only kno,vn 
infectious agents that do not contain genetic material. Prions are proteins that are 
similar to normal cellular prion proteins (PrP), which are located mainl)r in the 
central nervous system. However, unlike PrP, prions have an abnormal sl1ape. 

Prions stim11late the organism's normal PrP to misfold into the infectious 
prion form. Prions are resistant to being denatured or broken down by proteases 
(enzymes that break: down proteins) . Prions cause neurodegenerative diseases in 
mammals. The first of these to be discovered was scrapie in sheep (Figure 8.1.15). 

In humans, prions cause Creutzfeldt-Jakob disease (CJD) . CJD prions cause 
,,acuoles and misf olded proteins ( or p laques) to form in the brain, which kills 
neurons and makes the brain appear 'spongy' under a microscope. Symptoms 
include dementia and sudden muscle contractions, leading to death. The equivalent 
disease in cattle, bovine spongif orm encephalopathy (ESE), commonly known 
as mad cow disease, l1as been li11ked to human variant CJD througl1 huma11 
consumption of ESE-contaminated beef. 

FIGURE 8.1.15 LM showing a 
section through the brain of a 
sheep infected with scrapie. The 
large empty vacuoles (white) in 
the centre show the effects of the 
disease. As scrapie progresses, 
an increase in the number of 
empty vacuoles makes the 
brain tissue appear spongy and 
destroys neurons. 
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' FIGURE 8.1.14 Different structures of virions: 
(a) a rod-shaped virion with proteins (orange) 
surrounding a helically coiled nucleic acid 
molecule (blue); (b) an isometric virion with an 
icosahedral protein coat surrounding a nucleic 
acid core (blue); ( c) an icosahedral virion 
(orange) enclosed by a lipoprotein envelope 
(blue) 
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Prions do not trigger an immune response because they are very similar to 
normal PrP, and any T lymphocytes that \vould have responded to normal PrP 
would have been destroyed to prevent an autoimmune reaction. Another reason 
could be that prions cannot be broken down arid presented by antige11-prese11ti11g 
cells. You will learn more about antigen presentation in Section 8.2. 

I CASE STUDY I 

Pioneering studies of disease 
In the 19th century, Louis Pasteur established the 
existence of microorganisms and showed that infectious 
diseases were caused by microbes. Prior to this, 
deaths in hospitals due to post-operative infection were 
commonplace. This was not helped by the fact that many 
doctors would do post-mortems in the mornings and 

surgery in the afternoons, without changing their clothes. 
In some hospitals where this practice was followed, 
deaths following childbirth were very high in doctors' 
wards, and much lower in nurses' wards where mothers 
were cared for only by nurses who did not participate in 
post-mortems. 

Joseph Lister, an English surgeon, had observed that 
when wounds were left open to the air almost half the 
patients died from infection. But with other wounds 
that were closed, infection was not nearly so severe. He 
concluded that infection was due to 'something in the 
air'. When he heard of Pasteur's experiments showing 
microbes to be the cause of putrefaction (rotting) of 
food, he considered they might also be the cause of 
the infections in his patients. It was known that carbolic 

acid was highly poisonous to living organisms, so Lister 
decided to use it in the hospital wards in the hope that it 
would kill the ' invisible microbes'. He used it on patients, 
his own hands and around hospital rooms, and required 
nurses to use it also. The incidence of infection in his 
patients was dramatically reduced. This was the first 
practice of antiseptic surgery. 

One of the earliest experimental studies by scientists 
who investigated the cause of disease was the work of 
a German doctor Robert Koch (Figure 8.1.16). Towards 
the end of the 19th century, with the improvement of 
the microscope, scientists were able to identify different 
species of bacteria and protozoa. In Koch's early work, he 
studied anthrax. 

Koch's experimental method involved examining blood 
samples taken from patients with different diseases, 
then growing microbes from the blood on nutrient 
plates. When he injected specific microbes into mice he 

FIGURE 8.1.16 Dr Robert Koch (1843-1910), German bacteriologist, 
in his laboratory in South Africa 

found that they developed diseases similar to those of 
the original patient. As a result of these studies, specific 
microbes became recognised as the cause of particular 
diseases. 

Koch formulated a set of criteria, known as Koch 's 
postulates, which were used to establish whether a 
specific microorganism was the cause of a particular 
disease. Koch 's postulates are: 

1 The microorganism must be present in the tissues of 
the infected organism and not in a healthy organism. 

2 The microorganism must be able to be cultivated in 
isolation from the infected organism. 

3 When an uninfected organism is then inoculated 
with the culture, it should develop symptoms of the 
disease. 

4 Samples from the second infected organism should 
be able to be isolated and found to be the same as 
the microorganism from the first infected organism. 
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I 

8.1 Review 
' 

SUMMARY 
' 

• Antigens are molecules, or parts of molecules, 
that interact with the receptors of T lymphocytes, 
B lymphocytes and with antibodies. 

• Antigens: 

- have a unique molecular structure 

- are composed of one or more polypeptide chains 

but can also be composed of nucleic acids, 
carbohydrates or lipids 

- can identify cells as self or non-self 

- can be found on the surface of the plasma 

membrane of cells or circulating freely in body 
fluids (e.g. bacterial toxins). 

• Some, but not all, non-self antigens elicit an 
. 
immune response. 

• Antigens that elicit an immune response are called 
. 
1mmunogens. 

KEY QUESTIONS 

Knowledge and understanding 
1 Which of the fol lowing is true? 

A All immunogens are antigens. 
B All antigens are immunogens. 

C Antigens are produced by T lymphocytes to 
defend against non-self antigens. 

D Antigens are produced by B lymphocytes to 
defend against immunogens. 

2 Define antigen. 

3 What is the difference between an immunogen and 
an allergen? 

4 Are pathogens sources of se lf-antigens or non-self 
antigens? Explain the difference between self
antigens and non-self antigens in your answer. 

5 What happens if an immune response is directed 
against a self-antigen? 

• Antigens that elicit an allergic response in 
susceptible individuals are ca lled allergens. 

• Self-antigens do not normally elicit an immune 
response. This is known as self-tolerance. 

OA 
✓✓ 

• Under normal conditions, any foreign molecule is 
recognised by the immune system as a non-self 
antigen. 

• Pathogens are sources of non-self antigens and 
agents that cause disease. 

• Cellular pathogens include bacteria, fungi, oomycetes, 
protozoans and some worms and arthropods. 

• Non-cellular pathogens include viruses, viroids and 
. 

prions. 

Analysis 
6 Lymphocytes recognise cells as non-self because the 

foreign cells have antigens that are complementary 
in shape to their receptors for detecting foreign 
antigens. 
a Explain what is meant by the word 

'complementary' in this context. 

b A lymphocyte (cell Z) with its receptor is shown 
below. Explain which of the ce lls (A, B, C or D) wi ll 
be identified as non-self by the lymphocyte. 

• 
cell z 

. 1- • 
cell A cell B cell C cell D 

I 

~---------------------------------------------------------------------------------------- ~ 
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FIGURE 8.2.1 Coloured transmission electron 
micrograph (TEM) of a macrophage 

0 Macrophages are cells of the innate 
immune response in vertebrates that 
recognise and engulf foreign material. 

O Stomata are tiny epidermal pores 
bound by two specialised guard cells; 
they are the main way in which gas 
exchange occurs in plants. 

FIGURE 8.2.2 Coloured SEM of a single stoma 
on the surface of the leaf of a tomato plant. This 
stoma is closed to prevent bacteria (rod-shaped, 
pink) entering and infecting the plant. 
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8.2 Innate immunity 
There are several mechanisms by which the immune systems of organisms respond 
to non-self antigens and defend against pathogens. rfhese defence mechanisms 
include barriers that help prevent infection, and immune responses to pathogens 
that breach these barriers. In vertebrates, immune responses are divided into innate 
(or non-specific) and adaptive (or specific) immune responses.You will learn about 
the adaptive immune response in Chapter 9. 

In this section you will learn about innate immunity, which consists of 
physical, chemical and microbiological barriers that provide i1u1ate resistance to 
infection. You will also learn about the innate immune response to infection that 
occurs when these barriers are breached, which includes the response of innate 
immune cells such as macrophages (Figure 8.2.1). 

BARRIERS TO INFECTION 
Organisms have a number of first-line defences (or barriers) that provide innate 
resistance against pathogens, including: 
• physical barriers, such as skin or bark 
• chemical barriers, such as the lysozyme enzymes in saliva and other body 

. 
secretions 

• microbiological barriers, formed by an organism's microbiota, namely 
micro flora. 

Physical barriers in plants 
Physical barriers in plants largely involve cell vvalls that provide strength and 
flexibility. Cutin and waxes are fatty substances that make up the cuticle, which is 
found on the outer cell ,vall. A thicl,er cuticle generally prevents more pathogens 
from infecting the plant than a thinner cuticle. In trees, a thicker layer of bark is 
better able to pre,,ent pathogens from entering the plant. Stomata (singular, stoma) 
create openings in the physical barriers of plants, providing an entr)' point for 
pathogens, but these openings can be closed when signalled (Figure 8.2.2). 

The orientation of leaves can also play a role in defence. By positioning leaves 
vertically, water is unable to collect on the surface of leaves. T his prevents infection 
by pathogens that are reliant on water for motility. 

Physical barriers in animals 
In vertebrates, epithelial cells create a physical barrier that prevents pathogens 
from entering tl1e organism. Epitl1elial cells line the skin, as well as the respiratory, 
gastrointestinal and urogenital tracts. They are joined tightly by specialised 
membrane proteins to form a continuous barrier against pathogens. 

In addition to toughened (keratinised) skin, adaptations that pro,,ide physical 
barriers to pathogens in animals include mucus-secreting membranes that trap 
invading organisms in mucus, and membranes lined with cilia that sweep foreign 
bodies avvay (Figure 8.2.3). 

FIGURE 8.2.3 Coloured SEM of the 
mucous membrane (or bronch ial 
epithelium) that lines the major 
airways of the lung. Mucus traps 
potential pathogens and foreign 
particles, and the rhythmic 
movement of hair-li ke cilia moves 
bacteria and other particles away 
from the lung and towards the throat. 
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Chemical barriers in plants 
Plants produce a range of chemicals that help defend against infection when 
physical barriers are breached. Many of these chemicals are usually present in the 
plant tissues, althougl1 tl1eir levels may increase when the plant is attacked b)' a 
pathogen. 

Cl1emical barriers in plants include the follo,:ving. 
• Alkaloids are toxic to 1nany organisms, fron1 fungi, bacteria and insects to 

humans. Caffeine, nicotine, morphine, capsaicin and atropine are all alkaloids. 
Their toxicity is usually dose dependent. Some alkaloids are used in low doses 
as drugs. Atropine is used as a cardiac stimulant in minute doses but is lethal in 
large doses. 

• Cyanogenic glycosides are coin pounds that break down to form hydrogen 
cyanide. I-Iydrogen cyanide is extremely toxic to all eukaryotic cells because it 
disrupts ATP production in the mitochondria by blocking the electron transfer 
chain, leading to cell death. 

• Phenolics include phytoalexins, flavonoids and tannins. Phytoalexins and 
many :flavonoids have antibiotic properties. They disrupt cellular metabolism 
in the pathogen. Tannins are water-soluble chemicals that are stored in vacuoles 
until required and are highly toxic to plant pathogens. rrannins bind to salivary 
proteins and digestive enzymes such as trypsin, which can result in the deatl1 
of tl1e pathogen through inadequate energy intake. Tannins are effective against 
antibiotic-resistant bacterial strains. 

• Saponins have soap-like properties. They break down lipids, disrupting the 
plasma membranes of pathogens. 

• Terpenes make up many of the essential oils found in pla11ts. P)rretl1rins are 
terpenes that are used in insecticides. Phytoectysones are terpenes that mimic 
the hormones involved in insect moulting and cause fatal disruption to lar,,al 
develop1nent, which reduces infestation. 

Chemical barriers in animals 
External chemical barriers in vertebrates 
include lysozyme enzymes and toxic 
metabolites, for example lactic acid and fatty 
acids, which are found in secretions such as 
tears, svveat and saliva (Figure 8.2.4). Here, 
they l1ave protective functions and provide 
a generalised defence, for example, by 
destr0)7ing bacterial cell walls. 

Other chemical barriers include stomach 
acid and digestive enz)rmes, which are 
primarily involved in the digestion of food, 
but also kill many pathogens. The fluid 
in the lungs contains proteins that act as 
surfactants. Surfactants coat the pathogens, 
making it easier for the pathogens to be 
eliminated by macrophages. In mammals, 
male and female genital mucosa produce 
secretions that serve several functions, 
including defence against pathogens. 

continual washing and 
protective enzymes 

sticky mucus --------Al 

mucus and cilia 
trap and remove 
foreign particles 

secretions from - --t--,W.
skin glands 

pH, commensal ----i----i 
organisms, and ,__, 
antim icrobial 
proteins in the male 
and female genita l 
mucosa, including the 
vagina, head of the 
penis, and inner foreskin 

\ 

_,,_ antibacterial 
substances 
in ear 

,-- acid in sweat 

,,_.. skin 

~- stomach acid 
and gut 
microorganisms 

0 Surfactants are detergent-like 
substances found in lung secretions 
that lower the surface tension of lung 
fluids and prevent the alveoli from 
collapsing on exhalation. 

FIGURE 8.2.4 Some of the physical and chemical defence mechanisms that prevent foreign 
organisms from gaining access to the human body 
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O The innate immune response is 
non-specific and does not result in 
immunological memory. 

ws 
20 

0 The adaptive immune response is 
specific and results in immunological 
memory. 

O Immunological memory is the 
ability of lymphocytes of the adaptive 
immune system to 'remember' 
antigens after primary exposure, and 
to mount a larger and more rapid 
response when exposed to the same 
antigen again. 

Microbiological barriers in animals 
Non-pathogenic bacteria, referred to as normal flora, are found on the sl<in, and in 
the mouth, nose, throat, lower part of the gastrointestinal tract and the urogenital 
tract in healthy individuals. 

The presence of normal flora prevents the growth and colonisation of pathogenic 
bacteria because normal flora compete with other bacteria for space and resources, 
and produce chemicals that reduce the pH of the micro-environment. 

Takil1g a course of antibiotics can disrupt the normal flora of the intestine, as 
the antibiotics do not discriminate betvveen beneficial normal flora and harmful 
bacteria. This can disturb the normal gut function and predispose a person to 
various infections until the normal flora return to their pre-treatment levels. 

Although not a problem in healthy individuals, in people with weakened immune 
systems normal flora can sometimes grow unchecked and cause disease. 

THE INNATE IMMUNE RESPONSE 
If pathogens manage to breach the barriers that act as a first line of defence, they 
are immediately met by attacking cells and molecules. 

The innate immune response is found in all organisms, and its persistence 
over millions of years of evolution indicates its fundamental importance. Indeed, 
even ,vhen the innate immune response is unable to eliminate a patl1ogen, it ren1ains 
critical for keeping infections under control until the adaptive immune response 
(see Section 9.2), vvhich can take up to several days to develop, l<icks in. 

Innate immune responses in vertebrates: 
• are non-specific- they do not target a specific antigen 
• are rapid- they occur within hours 

• are present in all animals 
• are fixed responses- they do not adapt 
• do not result in immunological memory of the patl1ogen that caused the 

infection. 

Innate immune responses in plants 
The main response of plants to infection is a chemical response. Some of these 
chemicals are always present in plant tissues and provide innate resistance (the 
chemical barrier) , whereas others are only produced upon exposure to pathogens 
as part of the plant's innate immune response. 

The innate in1mune response in plants is triggered when plant cells recognise 
certain molecules, such as certain lipopolysaccharides, or other common cell v.1all 
components, which form the cell ,valls of pathogens. These are called pathogen
associated molecular patterns (PAMPs), and they are recognised by pattern 
recognition receptors (PRRs) . 

Plants possess specific genes called resistance genes. Resistance genes code 
for proteins (R proteins), vvhich switch on a plant's defences when it recognises 
specific PAMPs. The specific pathogen molecules are generally proteins, known 
as avirt1lence proteins (AVr), and are coded for by AVr genes in the pathogen. 
They are a virulence genes because the presence of their protein product stimulates 
an o,,erwhelming response by the infected plant tissues that rapidly destroys the 
pathogen, and so disease does not eventuate. 

Plants use hormone-lik:e chemicals, such as jasmonic acid and salicylic acid, to 
activate their responses in the recognition pathways. The plant response patl1way is 
summarised in Figure 8.2.5. 
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pathogen or 

herbivore/insect 

Signals are produced 

recognition of: 
• microbe-associated 
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• cellular damage 
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• AVr proteins . 
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FIGURE 8.2.5 Plants recognise attack by pathogens or plant-eating organisms and mount defences 
that strengthen natural barriers and increase production of toxic and signalling chemicals. 

Plants produce a range of proteins and enzymes that provide defence against 
pathogens. Because it requires a lot of energy to produce tl1ese substances, most 
plants only make tl1em when they are under attack b)r a patl1ogen. Proteins produced 
by plant tissues include tl1e follovving: 
• Defensins are small proteins tl1at act against digestive enzymes and are also 

thought to act against microbes by disrupting the plasma membrane. Many of 
these proteins are rich in tl1e amino acid cysteine. Bread 'A'heat can produce 
defensins (Figure 8.2.6). 

• Protease inhibitors inhibit enzymes such as trypsin, an important digestive 
enzyme. 

• Digestive enzyme inhibitors are proteins that block normal digestion. They 
include lectins, which block tl1e digestion of starch by insects, and ricin, \Vhich is 
so toxic that 0.2 mg is enough to kill an adult human. 

• Hydrolytic enzymes break down cell \Valls. Chiti11ases break do\vn chitin, tl1e 
main constituent of fungal cell walls and insect exoskeletons. G lucanases break 
the chemical bonds between the molecules tl1at form glucans, \Vhich comprise 
the cell \Valls of members of tl1e oomycetes. Lysozymes are enzymes that can 
digest bacterial cell walls. 
In many plants, recognition of a pathogen may also activate enzymes tl1at 

strengthen the cell vvall as a barrier to infection and cause surrounding cells to 
tl1icken their cell walls. Many plants also undergo cell-mediated responses \vhen all 
oilier patl1ways have failed. These responses can result in the self-destruction of tl1e 
infected tissues, the hypersensitive response, in an attempt to \Vall off tl1e pathogen 
and protect tl1e rest of tl1e plant. 

Innate immune responses in animals 
Like plants, animals can recognise and respond to patl1ogens tl1rough the 
identification of PM1.Ps. PAMPs include: 
• lipopolysaccharide (a major component of tl1e 011ter layer of Gram-negative 

bacteria) 
• peptidoglycan (tl1e main component of tl1e cell wall of Gram-positive bacteria) 

• flagellin 
• microbial nucleic acids. 

In vertebrates, the immu11e response to PAMPs i11volves ma11y specialised cells, 
namely white blood cells (or leukocytes) . Leukocytes have pattern recognition 
receptors (PRRs) on tl1eir surface, which are able to recognise PAL\t1Ps. 

Defences are activated 

E'xam-ples: 
• increased production of 

toxins 
• strengthening of cell walls 
• activation of hypersensitive 

response 

FIGURE 8.2.6 Bread wheat, Triticum aestivum, 
contains small cysteine-rich proteins that act as 
plant defensins to inhibit the growth of bacteria 
and fungi 

@ PAMP means 'pathogen-associated 
molecular pattern'. 
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O PRR means 'pattern recognition 
receptor'. 

O Granulocytes are leukocytes that 
contain cytoplasmic granules. 

FIGURE 8.2.7 This neutrophil (purple} is 
engulfing Staphylococcus aureus bacteria 
(yellow). which it will then phagocytose. 

There are five main classes of PRRs (Table 8.2.1): 
• Toll-like receptors (TLRs) 
• C-type lectin receptors (CLRs) 
• NOD-like receptors (NLRs) 
• RIG-like receptors (RLRs) 
• AIM2-like receptors (ALRs). 

All of tl1ese different types of PRRs are important in the innate immune 
response. The locations of PRRs determine whether they respond to intracellular 
pathogens or extracellular pathogens. 

TABLE 8.2.1 Pattern recognition receptor (PRR} families and locations 

Family Receptor location Responsive to extracellular or 
intracellular pathogens 

TLR cell surface, endosomal compartments extracel lular or intracellular 

CLR cell surface extracellular 

NLR cytoplasm, endosomal membrane associated intracellular 

RLR cytoplasm intracel lular 

ALR cytoplasm, nucleus jntracell ular 

PAMPs are common to a range of pathogens, meaning that the innate immune 
response to them is not specific to a particular pathogen. In contrast, the adaptive 
immune response is able to target a specific pathogen by the specific antigens it 
expresses. 

Granulocytes 
Granulocytes are leukocytes that contain many cytoplasmic granules, which are 
released during an immune response. Neutrophils, basophils, eosinophils and 
mast cells are all granulocytes, and all secrete a range of defensive molecules 
during an innate immune response. Basophils and mast cells also release histamine 
and are involved in allergic responses. High numbers of eosinophils are associated 
,:vith parasitic infections. 

Mast cells reside in connective tissue. Granulocytes in blood can be identified by 
tl1e colour their granules stain using compound dyes such as hematox)rlin and eosin. 
Basophils are attracted to the basic dye hematoxylin, and stain blue. Eosinophils are 
attracted to the acid dye eosin and stain red. Neutrophils are neutral and stain a 
neutral pink, as shown in Table 8.2.2 on page 280. 

Phagocytes 
Phagocytes are leul,ocytes that are able to engulf and breal, down pathogens in a 
process known as phagocytosis (Figure 8.2.7). Phagocytes include neutrophils, 
macrophages, monocytes and dendritic cells. 

For all TLRs, interaction with PAMPs triggers cascades of signalling mo.lecules 
,:vithin the cell that lead to phagocyte activation, inflammation, and enhanced 
phagocytosis and pathogen destruction. 

When phagocytes are activated, their enzyme NADPH oxidase releases reactive 
oxygen species that damage pathogens. 
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Son1e phagocytes, namely macrophages and dendritic cells, also act as antigen
presenting cells (AP Cs). When AP Cs phagocytose a pathogen, fragments of 
digested antigen are linked to MHC-II proteins and displayed (or presented) on 
the surface of the plasma membrane (Fig11re 8.2.8). 

Antigen presentation 

As you learnt in Section 8.1, there are major histocompatibility (MHC) proteins 011 
the surface of your body's cells, which present self-antigens or non-self antigens to 
T lymphocytes. There are different classes of MI-IC proteins, including MI-IC class 
I and class II, which are both involved in antigen presentation. 

MI-IC class I (MHC-I) proteins are normally found on all nucleated cells, and 
present peptide antigens derived from the proteins of pathogens in the cytoplasm 
of non-phagocytic cells to cytotoxic T cells in the adaptive immune response. 
You vvill learn more about T lymphoc)rtes and their role in the adapti,re immune 
response i11 Section 9.2. MHC-I proteins are also importa11t il1 tl1e ilmate immune 
response. Some intracellular pathogens dovvn-regulate MHC-I expression to 
avoid recognition by cytotoxic T cells, and natural killer cells appear to have 
evolved in response to this. Nan1ral killer cells recognise the absence of MHC-I in 
infected and damaged cells, and respond b)' releasing molecules that destroy the 
cell (Figure 8.2.9). 

a 
NK cell 

activating receptor 

NK ligand 

normal cell 
(self cell) 

inhibitory receptor 

MHC-1 

no activation, no killing 

b 

infected cell 
(non-self cell) 

cell lysis 

FIGURE 8.2.9 Action of natural ki ller (NK) cells. (a) The NK cell recognises a normal host cell by the 
presence of MHC-1 and does not elicit an attack. (b) MHC-1 is absent from the host cell's surface and 
the NK cell recognises that the cell is infected or damaged. The NK cell elicits a response to destroy 
the infected cell. 

MHC class II (MHC-II) proteins can be conditionally expressed on all cells, 
but are most commonly found on the surface of APCs such as dendritic cells, 
macrophages, monocytes and B lymphocytes. This presentation of antigens 
activates the helper T cells of the adaptive immune respo11se, lillking the innate 
and adaptive immune responses (Figure 8.2.10). 

1 engulfing of foreign material 
2 fusion of lysosome and phagosome 
3 enzymes start to degrade foreign material 
4 foreign material broken into small 

fragments 
5 antigen fragments are bound to MHC-11 

and presented on the APC surface 
6 leftover fragments released by exocytosis 

FIGURE 8.2.8 Phagocytosis and antigen 
presentation in an antigen-presenting cell 

0 Exocytosis is the release of 
substances enclosed within a vesicle 

to the outside of a cell. It occurs by 
fusion of the vesicle with the plasma 
membrane. 

O Antigen presentation links the innate 
and adaptive immune responses. 

FIGURE 8.2.10 Coloured SEM showing the 
interaction between a macrophage (pink) and a 
helper T cell (yellow) 
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SUMMARY OF INNATE IMMUNE CELLS 
Table 8.2.2 shovvs some of the leukocytes in,rol,red in innate immune responses 
and indicates vvhether they are involved in phagocytosis, antige11 presentation, 
or the release of cytokines that promote inflammation. Yot1 ,¥ill learn more about 
cytokines later in this sectio11. 

TABLE 8.2.2 Some of the leukocytes involved in innate immune responses and their function 

Cell type Function Cell type Function 

~ eutroph il (granulocyte) 

Cell type 

macrophage 

monocyte 

• phagocyte 
• secretes antimicrobial 

peptides such as defensins 
and reactive oxygen 
species that disrupt 
pathogen cell membranes 

• secretes a range of 
cytokines and chemokines 

• antigen presentation 
under certain cond itions 

Function 

• phagocyte 
• antigen-presenting cel l 
• secretes a range of 

cytokines, chemokines and 
antimicrobial peptides 

Function 

• phagocyte 
• antigen-presenting cel l 
• secretes a range of 

cytokines and chemokines 

Cell type Function 

dendritic cel l • phagocyte 
• antigen-presenting cell 
• has many grooves that 

increase its surface area 
and permit contact with 
a large number of nearby 
cel ls 

• secretes a range of 
cytokines and chemokines 

basoph il (granulocyte) 

Cell type 

eosinophi l (granulocyte) 

Cell type 

mast cell (granulocyte) 
,,,-- -

I I 

lmmunofluorescent LM of natural 
killer cells: cytotoxic granu les 
(green), nuclei (blue), cytoplasm 
(red) 
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• secretes histamine, which dilates 
blood vessels and promotes 
inflammation 

• involved in allergic responses 
• secretes a range of cytokines, 

chemokines and antimicrobial 
peptides 

• has a l imited role in phagocytosis 
• antigen presentation under certain 

cond it ions 

• secretes a range of cytokines, 
chemokines and antimicrobia l 
peptides 

• found in higher numbers in 
parasitic infections 

• has a limited role in phagocytosis 
• antigen presentation under certain 

cond itions 

Function 

• phagocyte 
• secretes histamine, which di lates 

blood vessels and promotes 
inflammation 

• involved in allergic responses 
• secretes a range of cytokines, 

chemokines and antimicrobial 
peptides 

• antigen presentation under certain 
cond itions 

• recognises virus-infected and 
cancerous cel ls 

• secretes cytotoxic chemica ls 
from granules, such as perforin, 
which punches holes in p lasma 
membranes, triggering apoptosis 
and cell death of abnormal and 
virus-infected cell s 

• not considered a granulocyte as 
its granules are far less numerous 
than true granulocytes 

• secretes a range of cytokines and 
chemokines 



DEFENSIVE MOLECULES 
Con1plement proteins and cytokines are defensive molecules involved in both the 
innate and adaptive immune responses.You will lear11 more about adaptive immune 
responses in Chapter 9. 

Complement proteins 
The complement proteins are an array of more than 30 proteins that circulate 
in the blood and are able to help kill foreign cells. They are found in body fluids 
in an inactive form, and are activated as part of the non-specific (innate) immune 
response to certain antigens and carbohydrates on the surf aces of some bacteria 
and parasites. 

Activation of complement proteins results in an enzyme-triggered reaction that 
leads to tl1e lysis of the invading pathogens. For example, complement proteins 
destroy bacteria directly by punching holes in their plasma membranes, causing 
them to lyse. The release of the bacterial contents attracts phagocytes to the site of 
infection. Complement proteins activated by antigen-antibody complexes are 
also involved in specific (adaptive) immune responses. 

Cytokines 
Cytokines are small signalling molecules of the immune s)rstem that coordinate 
many aspects of our immune responses. Cytokines can be peptides, proteins or 
glycoproteins, and are released by body cells in response to cell damage or the 
presence of pathogens. 

There are many different cytokines and they trigger a variety of responses, both 
non-specific and specific. For example, cytokines can promote the proliferation 
of lymphocytes, induce inflammation and fever, promote antibody responses 
and activate macrophages. Interferons and chemokines are two different types of 
cytokines, and they each have different functions. 

Interferons 
Interferons are a class of cytokines that are produced by, and act on, a host cell 
infected by a ,,irus. Interferons act in an autocrine manner, activating the infected 
cells to produce enzymes that break down viral RNA and proteins that block 
translation. This limits viral replication and release from the cell. Interferons also 
attract NIZ cells, vvhich release cytotoxic peptides to kill the virus-infected cell. 

Interferons are non-specific and will act against any virus. However, viruses 
vary ,~1idely in their susceptibility to i11terferons. Many viruses can evade u1terferon
induced defences and the more virulent viruses may be able to inhibit the 
production of interferon. Interferons also play a smaller role in combating bacterial 
and parasitic infections. 

Chemokines 
Chemokines are a type of cytokine and act as chemical attractants ( or chemo
attractants). Chemokines are important for attracting leul,ocytes to sites of infection 
and inflammation. 

THE INFLAMMATORY RESPONSE 
Inflammation is the accumulatio11 of fluid, plasma proteins and leukocytes that 
occurs vvhen tissue is damaged or infected, and results in heat, pain, swelling, 
redness and loss of function. 

The interaction between leukocytes (especially phagocytes) and pathogens 
triggers the inflammatory response that results from the production, activation or 
release of peptides and proteins such as complement proteins and cytokines. 

Acute inflammation involves phagocytes, and occurs soon after infection as part 
of the innate irnmu11e response, but inflammation can also involve lymphocytes and 
occur later as part of the adaptive immune response. 

O Complement proteins and cytokines 
are involved in both the innate and 
the adaptive immune responses. 

O Autocrine refers to a substance 
secreted by a cell that also has an 
effect on that cell. 

O While an important defence against 
viruses, interferons also regulate the 
immune system in a number of ways, 
such as enhancing T lymphocyte 
activity. 
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A number of steps are involved in the initiation of an acute inflammatory 
response to infection (Figure 8. 2 .11): 

1 Bacteria or other pathogens breach the barriers that provide a first line of 
defence, such as through an open cut or wound in the skin. 

2 Injured cells release cytokines ( chemokines) that attract neutrophils, and mast 
cells release histamine, which increases blood vessel dilation and permeability. 
The dilated, more permeable blood vessels allow leukocytes and fluid containing 
peptides and proteins such as complement proteins to enter the infected tissue. 
Platelets release clotting factors at the site of the v.round. 

3 Neutrophils migrate tov.rards the cytokines and are activated, causing the 
neutrophils to recruit macrophages and secrete factors, such as defensins and 
hydrogen peroxide, that degrade and l<ill pathogens. 

4 Macrophages in turn become activated and secrete cytokines and, along vvith 
neutrophils, phagocytose pathogens and debris at the site of infection. Tl1is 
may lead to the production of pus, vvhicl1 is fluid containing leukocytes, dead 
pathogens and cell debris. 

5 Tl1e inflammatory response continues until the pathogen is eliminated and tl1e 
wound has healed. 
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FIGURE s.2.11 Process of acute inflammation (cell colours for illustrative purposes only) 

282 AREA OF STUDY 1 I HOW DO ORGANISMS RESPOND TO PATHOGENS? 



Fever 
A fever is an increase in body temperature that results when the regulated body 
temperature set point in the hypothalamus of the brain is set to a higher level by 
infla1nmatory cytokines. In humans, normal body temperature is around 37°C. 
Fever occurs \vhen body temperature is above normal. 

Fever slows the replication of bacteria and viruses by shifting tl1e temperature 
away from their optimal range, and so allO\VS more time for other defences to 
intervene. Additionally, moderate increases in temperature increase the activity and 
proliferation of leukocytes, so fe\rer also improves the immune response. 

· ------- ----- -------- ----- -------- -- ---- -------- ----- -----· 
8.2 Review 

SUMMARY 

OA 
✓✓ 

• Barriers that provide innate resistance to infection include physical, 
chemical and microbiological barriers. 

• Innate immune responses occur when these barriers are breached. 

• Innate immune responses are: 

- non-specific-they do not target a specific antigen 

- rapid- they occur within hours 

- present in all animals 

- fixed responses-they do not adapt. 

• Innate immune responses do not result in immunological memory. 

• Leukocytes have pattern recognition molecules ca lled toll -like 
receptors (TLRs) on their surface, which can recognise pathogen
associated molecu lar patterns (PAMPs). 

• Phagocytes are leukocytes that can engulf and break down 
pathogens in a process known as phagocytosis. 

• Some phagocytes also act as antigen-presenting cells. 

• Defensive molecules include complement proteins and cytokines: 

- Activation of complement proteins results in an enzyme-triggered 
reaction that leads to the lysis of the invading pathogens. 

- Cytoki nes are small signalling molecules of the immune system 
that coordinate many aspects of our immune responses. 

• Cytokines include interferon and chemokines: 

- Interferons are produced by virus-infected cells and inhibit vira l 
replication. 

- Chemokines attract white blood cells to the site of infection. 

• Inflammation is the accumulation of flu id, plasma proteins and 
leukocytes that occurs when tissue is damaged or infected. 

• Fever slows the replication of bacteria and viruses and improves the 
body's immune response. 

continued over page 

I 

I 

~---------------------------------------------------------~ 

CHAPTER 8 I RESPONDING TO ANTIGENS 283 



r-- - ------------------ - -- - ----------------- - ---------- - - - -------- - -----------------------~ 

I 
I 

8.2 Review continued 

KEY QUESTIONS 

Knowledge and understanding 
1 Innate immune responses are: 

A specific and delayed 

B non-specific and rapid 

C non-specific and delayed 

D specific and rapid 
2 a Define fever. 

b Explain how fever occurs. 

3 How do macrophages and dendritic cells link the 
innate and adaptive immune responses? 

4 Explain how the increased permeability of capillaries, 
which occurs during inflammation, helps to defend 
against pathogens. 

5 The diagram shows a natural killer (NK) cell attacking 
an infected cel l. What is the missing inhibitory 
receptor that indicates to the NK cell that this cell is 
an infected non-self cell? 

NK cell 

0. 
perforin 

0 

infected cell 
(non-self cell) 

Analysis 
6 lndole glucosinolate and camalexin are phenols 

involved in protecting plants from pathogens. The 
graph below shows the resistance to infection 
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in plants with mutations that result in reduced 
production of camalexin, indole glucosinolate or 
both. Using only this data, draw conclusions about 
the contributions of these two chemicals to plant 
resistance to infection. 

Resistance (%) to infection in plants with 
mutations that reduce phenol production 
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Chapter review 

I KEY TERMS I 
alkaloid 
allergen 
allergic response 
anaphylaxis 
antibody 
antigen 
antigen- antibody complex 
antigen presentation 
antigen-presenting ce ll (APC) 
antigenic variation 
B lymphocyte 
bacterium (plural bacteria) 
basophil 
cellular pathogen 
chemical barrier 
chemokine 
complement protein 
cyanogenic glycoside 
cytokine 
cytotoxic T cel l 
defensin 
dendritic cell 

digestive enzyme inhibitor 
disease 
eosinophi l 
extracellular pathogen 
fever 
fungus (plural fungi) 
granulocyte 
helper T cell 
histamine 
human leukocyte antigen 

(HLA) 
hydrolytic enzyme 
' 1mmunogen 
immunoglobu lin (lg) 
immunological memory 
inflammation 
innate immune response 
innate immunity 
interferon 
intracellular pathogen 
leukocyte 
lysis 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 Which of the following is not one of the initial barriers 

to infection in animals? 

A intact skin 

B the action of complement proteins 

C lysozymes in saliva 

D competition from microflora 

2 What is the role of histamine in the inflammatory 
response? 

A Histam ine is primarily released by mast cells and 
basophils and increases blood vessel dilation 
and permeability, allowing immune cel ls and 
complement proteins to enter infected tissue. 

B Histamine is primari ly released by mast cells and 
basophils and reduces blood vessel dilation and 
permeability, making it more difficu lt for bacteria to 
enter the bloodstream. 

C Histamine is primarily released by eosinophils and 
increases blood vessel d ilation and permeability, 
allowing immune cells and complement proteins to 
enter infected tissue. 

D Histamine is primarily released by eosinophils and 
reduces blood vesse l dilation and permeabil ity, 
making it more difficult for bacteria to enter the 
bloodstream. 

lysozyme 
macrophage 
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major histocompatibility 
complex (MHC) 

mast cell 
microbiological barrier 
microbiota 
microflora 
natural ki ller cell (or NK 

ce ll) 
neutrophil 
non-cellular pathogen 
non-self antigen 
oomycete 
pathogen 
pathogen-associated 

molecu lar pattern 
(PAMP) 

pattern recogn ition 
receptor (PRR) 

phagocyte 
phagocytosis 

phenolic 
physical barrier 

' pnon 
protease inhibitor 
protozoan 

' sapon1n 
self-antigen 
self-tolerance 
T lymphocyte 
terpene 
viroid 

' virus 

3 Which of the following innate immune cells are 
phagocytes ? 

A neutrophils, mast cells, natural ki ller ce lls, 
dendritic ce lls 

B neutrophils, macrophages, natural killer cells, 
dendritic ce lls 

C neutrophils, macrophages, monocytes, dendritic 
cells 

D neutrophils, macrophages, natural killer cells, 
dendritic ce lls 

4 Which major histocompatibility complex proteins are 
involved in antigen presentation? 

A MHC-l 

B MHC-11 

C both MHC-1 and MHC-11 

D neither MHC-1 nor MHC-11 

5 A natural killer cell will release perforins and dest roy a 
cell when: 

A MHC-1 presents self-antigens produced by a host 
cell 

B MHC-1 presents pathogenic non-self antigens on a 
host cell 

C MHC-11 is absent from the host ce ll surface 

D MHC-1 is absent from the host cell surface 
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6 Recall examples of physical barriers in p lants. 

7 Recall examples of chem ica l barriers in plants. 

8 What is the ro le of mucus and cilia? 

9 a Define cytokines. 

b Describe the ro le of interferons. 

c Describe the role of chemokines. 

10 Innate immunity consists of innate resistance to 
infection and innate immune responses. Describe the 
difference. 

11 a Are bacteria prokaryotes or eukaryotes? 

b Are all bacteria pathogens? Explain your response. 

12 What genetic material does a single virus contain? 
13 a What are viroids? 

b Do viroids infect plants, animals or both? 

14 a What are prions? 

b What type of disease do prions cause? 

15 Define inflammation. 

16 What are the symptoms of inflammation? 

17 Describe t he process of the acute inflammatory 
response that occurs when bacteria enter an open 
wound. 

Application and analysis 
18 An important function of phagocytes is to destroy 

bacteria. This is done through the endocytosis of the 
bacterium, fol lowed by its digestion by lysosomal 
enzymes. As with al l cell ular functions, this process is 
regu lated by proteins. Chediak-Higashi syndrome is a 
rare inherited disorder of the immune system in which 
the proteins that regulate the joining of lysosomes with 
endosomes are defective. 
The fai lure of lysosomal breakdown of engulfed 
bacteria will seriously undermine not on ly the innate 
immune response, but also the adaptive immune 
response. Explain. 

19 It has been suggested that salicylic acid is involved in 
stimulating the pathway leading to the production of 
phenols- chemicals that defend plants from attack by 
pathogens and herbivores. The graph shows the results 
after a group of plants were sprayed with salicylic acid 
(SA) at various concentrations. 

Production of phenols in plants following 
treatment with salicylic acid (SA) 
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L' ' ) L· 1) L"1) 

Treatment 

The unit µg GAE g·1 FW 
means micrograms of 
gallic acid equivalent 
per gram fresh weight. 

a Describe the features of the graph that support 
the contention that salicylic acid promotes the 
production of defensive chemicals in plants. 

b Identify the concentration of salicylic acid that is 
most effective and state how you know this. 
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20 Saponins are a group of chemicals that defend plants 
against attack by pathogens. A study using one type of 
saponin, avenacin, was undertaken to investigate the 
research question, 'Will the absence of avenacin resu lt 
in an increase in plant disease?' A group of plants from 
the species Avena strJgosa was mutated so they could 
not produce avenacin. They were allowed to mature 
and were then exposed to spores of the pathogenic 
fungus Gaeumannomyces graminis. The results of one 
study with the mutant plants are shown in the following 
table. Plants were examined 21 days after infection 
with the fungal spores. 

Note: Wildtype plants do not have reduced avenacin 
product ion. Plants A-I are mutants: those marked 
by * have reduced avenacin levels; all other mutants 
lack avenacin. 

Draw conclusions about the effectiveness of avenacin in 
combating fungal infections in plants. 

Plant group Percentage of seedlings 

21 Mild infections such as the common cold are a regular 
experience for children attending childcare. One 
symptom of these infections is usually a mild fever 
(up to 39°C). The usual treatment given to chi ldren is a 
medication such as paracetamol, which reduces their 
temperature to normal. 

a Explain why reducing the body temperature of a 
patient with a mild fever may prolong the infection. 

b Explain why very high temperatures associated with 
a severe fever can reduce the body's ability to fight 
off an infection. 

No disease Low disease Moderate disease Severe disease 

Wild type 100 
(not m utant) 

A 0 

B 28 

c·X· 62 

D 31 

E 12 

F 27 

G 6 

H* 56 

I* 74 

0 0 

25 12 

28 28 

38 0 

44 6 

71 17 

40 33 

44 50 

38 6 

21 5 

0 

63 

16 

0 

19 

0 

0 

0 

0 

0 
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Learning outcomes 
By the end of this chapter, you wil l understand the adaptive immune response, 
and the d ifference between active and passive immunity, as well as natural and 
artificial means of achieving immunity. You will also be able to explain the role of 

the lymphatic system in the immune response. 

Key knowledge 
• the role of the lymphatic system in the immune response as a transport 

network and the role of lymph nodes as sites for antigen recognition by T and B 

lymphocytes 9.1 

• the characteristics and roles of the components of the adaptive immune 
response against both extracellular and intracellular threats, including the 

actions of B lymphocytes and their antibodies, helper T and cytotoxic T 
cells 9.2 

• the difference between natural and artificial immunity and active and passive 

strategies for acquiring immunity. 9.3 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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FlGURE 9.1.1 Coloured transmission electron 
micrograph of a section th rough a lymph node, 
showing a variety of lymphocytes (yellow) 
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9.1 The lymphatic system 
., The mammalian lymphatic system plays a key role in defendi11g the body against 

infection. It transports immune cells, including antigen-presenting cells, throughout 
the body, and is wl1ere antigen recognition by lymphocytes occurs. In this section, 
you will learn about the lymphatic system, and how its structures (Figure 9 .1.1) are 
involved in adaptive immune responses. 

THE ROLE OF THE LYMPHATIC SYSTEM 
The mammalian lymphatic system has several roles, including: 
• returning fluid that seeps out of the blood vessels into tissues back to the 

circulatory system 
• absorbing and transporting fatty acids and fats from the digestive system 
• providing a place for IJrmphocJrtes to mature 
• transporting IJrmphocytes and antigen-presenting cells to the lymph nodes, 

stimulating the adaptive immune response. 

The lympl1atic system is vital to the immune response. Invading pathogens are 
transported in the lymph to the lymph nodes, where bacteria, viruses and cancer 
cells are trapped and destroyed by phagocytes and lymphocytes. This is why your 
lymph nodes swell up when you have an infection. 

THE STRUCTURE OF THE LYMPHATIC SYSTEM 
The lymphatic system is made up of lymph, lymphatic vessels and primary and 
secondary lymphoid organs and tissues (Figure 9 .1. 2). 

When the fluid that surrounds the tissues ( or interstitial fluid) is drained into 
the lymphatic vessels, it is considered lymph. Lymph contains immune cells such 
as lymphocytes and phagocytes. 

smal l 
intestine 

Peyer's 
patches 

bone 
marrow 

lymph 
nodes adenoids 

tonsils 

thymus 

spleen 

appendix 

ti '~t ======::::==-- lym p hati C r: vessels 

FIGURE 9.1.2 Primary lymphoid organs 
(the thymus and bone marrow) and 
secondary lymphoid organs (the lymph 
nodes, spleen, tonsils, adenoids, appendix 
and Peyer's patches of the small intestine) 
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I CASE STUDY I 

Where lymph and blood capillaries meet 
The structure of the lymphatic 
system is simi lar to the venous part 
of the circulatory system, where 
blood flows from the veins to the 
heart, then to the lungs to become 
oxygenated, and then through the 
arteries to tissues. In the lymphatic 
system, fine lymphatic capillaries join 
to increasingly larger vessels. The 
lymph drains through a lymphatic 
duct ca lled the thoracic duct, and 
into a vein called the left subclavian 
vein, as wel l as through the right 
lymphatic duct into the right 
subclavian vein and the right internal 
jugular vein (Figure 9.1.3a). 

a 
VENOUS 
SYSTEM 

~-"C.. 

ARTERIAL 
SYSTEM 

lymph duct 

lymph trunk 

~ lymph node 

LYMPHATIC 
Yb-o- SYSTEM 

~-- lymphatic 
collecting 
vessels with 
valves 

f. ~ lymphatic 
~ -/.~ ~ca pi Ila ry 

blood 
capillaries 

endothelia l 

Lymphatic capillaries are 
widespread, but they are absent 
from bones and the central nervous 
system (where excess tissue fluid 
drains into cerebrospinal fluid). 
Although blood and lymph capillaries 
are closed to each other, ce lls and 
f lu id are able to pass between 
them through a process ca lled 
extravasation (Figure 9.1.3b). 

Some of the larger lymph vessels 
can contract, but most lymph 
flow results from the external 
compression of lymph vessels by 
muscu lar activity, such as during 
movement and breathing. 

b loose connective tissue 
around capil laries 

When vessels are compressed, the 
lymph fluid is forced in one direction 
because of numerous one-way valves, 
like those in veins, located along the 
vessels (Figure 9.l .3c). 

When a person is inactive (such 
as standing stil l or sitting) for a long 
t ime, the f luid drainage from tissues 
decreases and causes swelling. This 
is especially so in the legs, because 
fluid drainage must work against 
gravity. 

FIGURE 9.1.3 Lymphatic vessels 
weave through tissue cells and 

small vein (venule) small artery (arteriole) 
blood capillaries in loose connective 
tissues of the body. (a) Lymph drains 
through the thoracic duct and into 
the left subclavian vein, as well as 
through the right lymphatic duct into 
the right subclavian vein and the 
right internal jugular vein. 

blood tissue 
capillaries fluid 

lymphatic 
capillary 

(b) Process of extravasation 
(c) Lymphatic capillaries are closed
ended tubes in which adjacent 
endothelial cells overlap each other, 
forming flap-like mlni valves. 

cell -f---.'.4_ 

filaments 
anchored to 
connective 
tissue 

fibroblast in 
loose connective 
tissue 
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FIGURE 9.1.4 Coloured scanning electron 
micrograph (SEM) of a fractured rib. Bone 
marrow lies between the spongy bone and 
contains stem cel ls that give rise to red blood 
cells (red) and white blood cells such as B and 
T lymphocytes (grey) . 

FIGURE 9.1.5 Coloured SEM of Peyer's 
patches (green) of the small intestine. Peyer's 
patches defend against infection by supplying 
lymphocytes to the local intestinal tissue, and 
are named after the Swiss anatomist Johann 
Conrad Peyer, who first described them in 1677. 

Primary lymphoid organs and tissues 
1,he primary lymphoid organs and tissues are bone marro,;v and the thymus. 

Bone marro,~1 contains stem cells from which B and T lymphocytes originate 
(Figure 9 .1.4) . B lymphocytes undergo several stages of development in the bone 
marrow then enter the bloodstream and travel to the spleen and other secondary 
lymphoid tissues, wl1ere tl1ey complete their maturation> and also where they 
become activated after being exposed to antigen. 

Immature T lymphocytes travel from the bone marrow to the thymus, wl1ere 
they mature. T he thymus is considered a primary lymphoid organ because of its 
role in the maturation of T lymphocytes. The size of tl1e thymus peaks at puberty, 
and then gradually shrinks each year, as it becomes replaced by fat (or adipose) 
tissue. The shrinking of the thymus does not immediately reduce the immune 
response, because of the already established pool of peripheral T lymphocytes, but 
it does contribute to the higher risk of infection and cancer that comes with age. 

Secondary lymphoid organs and tissues 
The secondary lymphoid organs and tissues are the l)rmph nodes, spleen, 
tonsils, adenoids, appendix and Peyer's patches (Figure 9 .1. 5) . It is in these organs 
and tisst1es that adaptive imn1une responses begin. 

Lymphocytes are activated in secondar)7 l)rmphoid tissues, where they recognise 
and respond to non-self antigens that are specific to their receptors. 

Lymph nodes 
Lymph nodes are composed of lymphoid tissue, and are located at regular intervals 
along the lymphatic system. Lymph passes through lymph nodes on its way back 
to tl1e bloodstream (Figure 9.1 .6). Lymph nodes act as filters, trapping foreign 
particles, cellular waste, toxins and pathogens. 

The structure of lymph nodes maximises the chance of encounters between 
antigens and immune cells. Some dendritic cells and macrophages are stationed 
in the lymph nodes, where they phagocytose pathogens, and present the foreign 
antigens to helper T cells. Antigen-presenting cells in body tissues also migrate 
to tl1e lymph nodes after phagocytising patl1ogens, to present foreign antigens to 
helper 1, cells. 

venous 
lymphatic t issue 
with lymphocytes 
and macrophages 

/.. blood flow 
heart 

artery 

FIGURE 9.1.6 The flow of lymph through 
the lymphatic system is one-way due to 
the presence of valves. Lymph nodes act 
as filters and are important centres of 
immune cell activity. 
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B and T lymphocytes interact in the follicles of the lympl1 nodes. B lymphocytes 
that identify an antigen undergo clonal expansion and differentiation to plasma 
cells. Antibodies are released into the bloodstream to travel throughout the body. 
Cytotoxic T cells are activated, proliferate, a11d tra,,el tl1rough tl1e bloodstream to 
sites where they are needed. 

The size of lymph nodes can expand markedly when cell proliferation is 
occurring in response to an infection. For example, during a respiratory tract 
infection, it is common for swollen lymph nodes to occur on the side of the neck 
(Figure 9 .1. 7). 

Spleen 
The spleen's primary function is to control the number of red blood cells in the 
body by destroying old and defective red blood cells. The spleen also stores up to 
a quarter of the body's lymphocytes and is a site of B lymphocyte maturation and 
activation. 

If for some reason the spleen needs to be removed, this does not have a disastrous 
effect on B lymphocyte maturation, because B lymphocytes can mature in other 
secondary lymphoid tissues. 

BIOFILE 

Sentinel lymph nodes 
Lymph nodes are filters for antigens 
and invading microbes, but they can 
also trap abnormal cells, such as 
cancer cells that have separated from 
a primary tumour and travelled in the 
lymph until reaching a lymph node. 

A sentinel lymph node, the first node 
to which cancer cells are most likely 
to spread, may be removed and 
examined under the microscope. 
The presence of cancer cells in the 
lymph node indicates that a tumour is 
malignant. 

Tattoos do not cause cancer, but 
tattoo ink migrates through to the 
lymph nodes and can mimic the 
appearance of cancer, making proper 
diagnosis of cancer more difficult. 

Whether or not tattoos look good on the 
outside is open to interpretation, but on the 
inside, tattoo ink migrates to your lymph nodes 
and can rnake them look cancerous. 

FIGURE 9.1.7 Swollen lymph nodes in a boy's 
neck 
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9.1 Review 

SUMMARY 

• The lymphatic system produces lymphocytes and 
transports them, along with antigen-presenting ce lls, 
to the lymph nodes to stimulate adaptive immune 
responses. 

• The primary lymphoid organs and tissues are the 
bone marrow and thymus. 

• T lymphocytes develop in the bone marrow and 
mature in the thymus. 

KEY QUESTIONS 

Knowledge and understanding 
1 Which of the following are the primary lymphoid 

organs and tissues? 
A bone marrow and lymph nodes 

B bone marrow and spleen 

C lymph nodes and spleen 

D bone marrow and thymus 

2 B lymphocytes complete their maturation in: 

A bone marrow 

B the thymus 

C the gall bladder 

D the spleen 

3 Explain why the lymphatic system is an important 
part of immune responses in general, and of adaptive 
immune responses in particular. 

4 Where do B lymphocytes originate and develop, and 
then mature? 

5 Identify the missing labels (A-E) for the diagram 
(at right) of the lymphatic system. 

Analysis 
6 One way in which the structure of lymph nodes 

enhances their efficiency is that the nodes have more 
vessels carrying fluid into the nodes than carrying 
fluid out. 

a i What is the fluid travelling in lymphatic vessels 
called? 

ii What effect would more vessels leading into the 
node than out of the node have on the rate of 
flow? 

b The lymphatic system is responsible for draining 
the f luid that leaks from blood vessels. How 
might the flow of f luid in the lymphatic system be 
affected by inflammation? 

c Explain why it is beneficial to the immune process 
that lymphocytes accumulate in the lymph nodes. 

OA 
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• Secondary lymphoid organs and t issues include 
lymph nodes, spleen, tonsils, adenoids, appendix, 
and Peyer's patches of the small intestine. 

• B lymphocytes develop in the bone marrow and 
mature in the secondary lymphoid organs and 
tissues. 

• Secondary lymphoid organs and tissues are the 
sites where lymphocytes identify and interact with 
antigen-presenting cells and are then activated to 
divide and d ifferentiate. 
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9.2 Adaptive immune responses 
In Chapter 8, you learnt that if a vertebrate's first line defences are breac.hed by 
a pathogen, that pathogen is met vvith a non-specific innate immune response. 
However, this innate immune response may or may not be successful in eliminating 
the invader. Fortunately, vertebrates have evolved an additional immune response 
to pathogens, lmown as the adaptive immt1ne response. In this section, J'OU will 
learn about the adaptive immune response. 

THE NATURE OF THE ADAPTIVE IMMUNE RESPONSE 
Tl1ere are t\/\'O distinguislung features of the adaptive immune response: 
• specificity-the ability to recognise and respond exclusively to specific antigens 

(Figure 9.2.1). 011 recognising a specific foreign antigen on a pathogen, cells 
of the adaptive immune sJrstem trigger an array of defensive mechanisms that 
destroy the patl1ogen. 

• immunological memory-the ability of cells of the adaptive immune system 
to ' remember' antigens after primary exposure, and to mount a larger and more 
rapid response when exposed to tl1e same antigen again. 

Lymphocytes: cells of the adaptive immune response 
The cells that are crucial to the adaptive immune response are B lymphocytes 
( or B cells) and T lymphocytes ( or T cells) . Each lymphocyte has a different 
receptor for a particular antigen, and is able to proliferate, creating clones of the 
initial lymphocyte vvith the specific receptor for the antigen. This is called clonal 
selection. 

B and T lymphocytes interact with and respond to antigens differently. The 
B and T lymphocyte sub-populations have distinct roles but are both key to the 
adaptive immune response. Lymphocytes travel through the lymphatic system and 
become activated when they encounter antigens specific to their receptors. You 
learnt about the lymphatic S)'Stem in Section 9 .1. 

Mechanisms of adaptive immune responses 
There are t\vo mechanisms of immunity in the adaptive immune response (Figure 
9.2.2): 
• humoral immunity, in \Vhich macromolecules, such as compleme11t 

proteins, and antibodies produced bJ, B l)1mphocJrtes, are secreted into the 
extracellular fluid 

• cell-mediated immunity, which involves the action of antigen-presenting 
cells and T lymphocytes. 

a Humeral immunity b 
B lymphocytes 

B lymphocyte plasma cell 

Cell-mediated immunity 
T lymphocytes 

helper T cell 
TH 

cytotoxic T cell 
Tc 

FIGURE 9.2.2 (a) B lymphocytes are involved in humoral or antibody-mediated immunity. 
(b) T lymphocytes are involved in cell-mediated immunity. Except for plasma cells, the different types 
of lymphocytes look very similar under a microscope. The on ly way to know which is which is to 
identify their different surface proteins. 

O The innate immune response is 
non-specific and does not result in 
immunological memory. 

C) The adaptive immune response is 
specific and results in immunological 
memory. 

O B and T lymphocytes are specialised 
for adaptive immune responses. 

0 Plants do not have an adaptive 
immune response and they lack 
mobile immune cells that can travel 
to the site of infection. Every plant 
cell has to respond to pathogens 
independently. 

FIGURE 9.2.1 B lymphocytes produce antibod ies 
for a specific antigen. 

CHAPTER 9 I ACQUIRING IMMUNITY 295 



HUMORAL IMMUNITY 

O In medieval times, the term 'humor' 
referred to body fluids. 

Humoral immunity i11volves B lymphocytes, which produce specific antibodies 
against non-self antigens a11d release them into the blood and lymph (Figure 9 .2. 3). 

antigen 
binding site 

I 

lymphocyte 

antibody 

antigen 

antigen 
;inding site 

---
antigen 

FIGURE 9.2.3 Antibodies specific to a foreign antigen will bind to it, helping to eliminate the invading 
pathogen. 

I CASE STUDY I 

Clonal selection theory 
An almost infin ite number of different antigens exist, 
and the immune system is able to produce lymphocytes 
specific to each antigen upon exposure. The clonal 
selection theory is a scientific theory that explains how 
lymphocytes are able to produce a large number of 
antibodies specific to an antigen. 

When Band T lymphocytes form, each has a receptor 
that will react to a single antigen. The clonal selection 
theory states that a specific antigen will only activate a 

~ <p cp 

lymphocyte with a receptor that specifically recognises 
that antigen. Once act ivated, this lymphocyte will 
proliferate into a clone of millions of effector cel ls 
dedicated to eliminating the specific antigen that 
stimu lated the immune response (Figure 9.2.4). 

Clonal selection theory was developed in 195 7 by 
Sir Frank Macfarlane Burnet, one of Australia's most 
ce lebrated scientists. 
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FIGURE 9.2.4 Lymphocytes that 
encounter or interact with an 
antigen, such as lymphocytes I 
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C and H, begin to proliferate. 
This increases the number of 
lymphocytes with identical 
receptors, or clones, for the 
specific antigen that was fi rst 
encountered. 
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B lymphocytes 
B lymphocytes (also known as B cells) originate and commence differentiation in 
the bone marrow and complete their maturation in the secondary lympl1oid organs 
and tisst1es. At any time there are billions of B lymphocytes circulating in the blood. 

B cell receptors 

Each B lymphocyte has thousands of B cell receptors (BCRs), vvhich are 
membrane-bound antibodies. BCRs on any individual B lymphocyte are the same, 
but different B l)7mphocytes l1ave different BCRs that detect different antigens. 

When BCRs bind to antigens, B lymphocytes engulf and process the antigens, 
and function as antigen-presenting cells (APCs) by displaying processed 
antigens to helper T cells. 

The binding of BCRs to antigens also results in the activation and proliferation 
of B cells with the same specific BCR variants. Cytokines released by helperT cells 
are also important for helping to activate B ly1nphocytes. When B lymphocytes are 
activated, they divide and further differentiate into two types of daughter cells: 
• plasma cells 
• memory B cells. 

Plasma cells 
Activation of B l)7mphocytes leads to the production of plasma cells, vvhich 
are essentially 'factories' specialising in antibody production (Figure 9.2.5). The 
antibodies produced are specific to the antigen that activated the B lymphocyte. 
Plasma cells can prodt1ce thousands of antibodies per second. 

Memory B cells 

Memory B cells can remain i11 lymphoid tissues for long periods ( even for the 
lifetime of the animal) and are responsible for the immunity that often follows 
infection or vaccination. These cells can divide and give rise to plasma cells if 
secondary exposure to the antigen occurs (Figure 9.2.5). 

activated 8 
lymphocytes 

-l!----- antigen 

proliferation to 
form clones 

memory 
--- 8 lymphocyte-

.,,,..~ primed to respond 
to same antigen 

FIGURE 9.2.5 Many B lymphocytes differentiate into plasma cells, which produce and secrete 
antibodies for immune protection. Others become memory B cells and are retained in lymph nodes. 

0 B lymphocytes develop in the 
bone marrow and complete their 
maturation in the secondary lymphoid 
organs and tissues. 

O Mature lymphocytes that have not 
been activated by an antigen are said 
to be 'naive'. 

O Activated B lymphocytes divide to 
form antibody-secreting plasma cells 
or memory B cells. 
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variable region 
on heavy cha in 

constant region 
on light cha in 

disulfide 
bridge 
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::c ::c w w 
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on light chain 

constaht region 
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FIGURE 9.2.6 Antibodies have two long 
heavy (H) chains and two short light (L) chains. 
Both heavy and light chains have a variable (V) 
and a constant (C) region. Naturally-produced 
antibodies consist of two identical variable 
regions that are specific for a particular antigen. 
The constant region is capable of binding to and 
initiating other immune components, such as 
the complement proteins 

O Antibodies are produced by 
B lymphocytes and bind to specific 
antigens. 

Antibodies 
Antibodies, vvhich are also kno,vn as immunoglobulins (l g), are produced by 
B l)rmpl1ocytes and released into the blood and lymph. Antibodies are p roteins that 
bind to specific, intact antigen molecules. 

T he basic unit of an antibody molec11le is a Y-shaped protein, formed by 
four polypeptide chains: two long heavy chains, and two short light chains 
(Figure 9.2.6). T he amino acid sequences that form the top of tl1e 'arms' of the 
Y-shaped antibody are known as the variable regions. It is the variation of 
tl1ese variable regions tl1at allows antibodies to bi11d to different antigens. The two 
variable regions are identical antigen-binding sites and attach to identical antigens. 
T he single 'stem' of the Y-shaped antibody is a conserved sequence in all antibodies 
and is called the constant region. Tl1e constant region binds to and recruits other 
components of the immune system. 

Antibodies may act singly (monomers), in pairs (dimers) or in groups of five 
(pen tamers) . .lv1.ammals have five main classes of antibody molecules ,vith different 
structures and functions (~fable 9.2 .1) . 

TABLE 9.2.1 Structure and function of mammalian immunoglobulins 

Class Haff. Presence 

lgG 

lgM 

life in 
serum 

21 days blood, lymph and 
extracellular f luid; 
most circulating 
antibodies (>80%); 
crosses placenta 

10 days blood and lymph; 
produced early in 
infection response 

Functions 

agglut ination, 
complement 
activation 

agglut ination, 
com plement 
activation 

lgA 6 days fou nd in secretiohs mucosa! 
such as tears, sal iva im munity 
and milk 

lgD 3 days blood and lymph; functions 
mostly present not well 
on B lymphocyte understood; 
surfaces; smal l possible role 
amount in in regu lating 
circu lat ion; binds to innate im mune 
basophi ls and mast responses 
cell s 

lgE 2 days blood and lymph; involved 
attaches to mast in al lergic 
cell s reactions 

Structure 

disulfide 
bond 

J01n1ng 
chain 

joining secretory 
chain protein 
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Antibody function 

Antibodies do not directly destroy pathogens, but carry out several important 
mechanisms to interfere with the function of the pathogen (Figure 9.2.7): 

• neutralisation of bacterial toxins: Antibodies bind to bacterial toxins, blocking 
the action of the toxin. 

• net1tralisation of pathogens: Antibodies bind to antigens on the surface of 
the pathogen, wl1icl1 are required for entry into host cells, tl1ereb)' preventing 
pathogen invasion of host cells. 

• agglutination: Antibodies bind to antigens and form antigen-antibody 
complexes that clump together, and ,,vhich activate phagocytes and the 
complement cascade, leading to antigen or pathogen destruction. 

• precipitation: Antibodies bind to soluble antigens, causing them to become 
insoluble and precipitate ot1t of solution. 

o O o . antigen-antibody . ~ J '--
0 0 antigen - complex - antibody T ~ .-

I 
I I 

inactivates antigen by fixes and activates 

l t 
neutralisation 

(masks dangerous 
parts of bacterial 

exotoxins; viruses) 

agglutination 
(cell-bound antigens) 

~ 

enhances 

phagocytosis 

precipitation 
(soluble antigens) 

enhances 

inflammation 

~ o, es 

mast cell 
histamine 
release 

FIGURE 9.2.7 Antibodies function in a number of different ways to help eliminate pathogens. 
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0 T lymphocytes develop in the bone 
marrow and mature in the thymus. 

CELL-MEDIATED IMMUNITY 
Unlike l1umoral immunity, ,vhich involves B lymphocytes, cell-mediated immunity 
is regulated by T lymphocytes (Figure 9.2.8). The response is mediated by the 
T cell receptors (TCRs). 

T lymphocytes 
D epending on their function, T lymphocytes (also known as T cells) are classified 
as helper, cytotoxic or men1oryT cells. 

Helper T cells 
Helper T cells (T 1-r cells) do not directly kill pathogens but instead 'help' with 
immune responses. There are two major types ofT H cells: 
• T I-11 cells secrete cytokines to activate cytotoxicT cells (Figure 9.2.8). In other 

words, T 8 1 cells promote cell-mediated immunity. 

• T H2 cells secrete cytokines that stimulate naive B lymphocytes (mature B cells 
that ha,,e not been acti,rated by antigens) to differentiate into antibody-secreting 
plasma cells (Figure 9.2.8). In other words, T H2 cells promote humoral 
immunit)'. 

Tl1e nature of the invading pathoge11, and tl1e c)rtokines secreted bJ' innate immu11e 
cells in response to it, will determine whether a T H 1 or T H2 response predominates. 
TH 1 responses are driven by intracellular patl1ogens, vvhereas T H2 responses are 
driven by extracellular pathogens. 

Cell-mediated immunity 

T lymphocyte 

dendritic cells --- 1111 

present antigen 

pro I iferation 

cytotoxic (Tc) 
and helper (TH) 
cells 

cytotoxic and 
natural killer (NK) 
cells directly ki II 
infected cells 

TCR 

helper cells 
release 

cytokines 

' 

Humoral immunity 

B lymphocyte 

~ TCR (T cell receptor) 

y lg (antibody) 

C complement 

lg antigen 

proliferation 

...1._ .-----. ...1._ 

>- • -( >- : 
¢" 

antibody-secreting 
..Z cell (plasma cell) 

-( 
y ...___,,'r -( y 

-( )-. 

C C pathogen 

antibody and complement 
bind to pathogens, directly 
killing them or aiding phagocytosis 

phagocytic cells 
remove damaged or 
antibody-coated eel Is 

FIGURE 9.2.8 Summary of cell-mediated immunity and humoral responses 
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Cytotoxic T cells 
Cytotoxic T cells recognise and kill foreign (non-self), infected or abnormal host 
cells by releasing toxic compounds. 

Cytotoxic T cells are important in combatting infections vvith intracellular 
pathogens, including all viral infections, and some bacterial and parasitic infections. 
Intracellular pathogens typically destroy infected cells ,~.rhen the)' replicate enough 
that they cause the cell to lyse. Cytotoxic T cells destroy infected cells before the 
pathogen replicates enough to lyse the cell and escape. This limits the progression of 
intracellular infections. Cytotoxic T cells also secrete cytokines, such as interferons, 
that alter the expression of surface proteins on other infected cells, malting them 
easier to identify and destroy. 

Cytotoxic T cells support natural killer cells to destroy cancer cells, and TH 1 
cells secrete cytokines tl1at enhance the ability of cytotoxic T cells to identify and 
destroy cancer cells (Figure 9.2.9). 

Memory T cells 
Mem ory T cells are produced after helper and cytotoxic T cells have been activated 
during an infection. Activated helper T cells and cytotoxic T cells differentiate 
into memory T cells tl1at are antigen-specific. Tl1e memory T cells persist after 
the infection is resolved, to ensure a stronger and faster response should the same 
pathogen reinfect the organis1n. 

T cell receptors 
T cell receptors (TCRs) are central to tl1e fu.nction of T lymphocytes in the adaptive 
immu11e response. TCRs are made up of t\:VO polypeptide chains. Like antibodies, 
TCRs have a variable and constant region (Figure 9 .2. 10). Unlil,e antibodies, 
~rhich have rnro antigen-binding sites, TCRs have only one antigen-binding site. 

Recall that BCRs bind to intact antigens that ha,,e not been processed by 
APCs. By comparison, TCRs bind to fragments of antigens that are displayed or 
presented on the surface of APCs. Receptor binding triggers signal transduction 
in the T lymphocyte, resulting in proliferation, cytokine release and activation of 
cytotoxic function. 

constant 
region 

TCR 

- variable 
region 

FIGURE 9.2 .10 Structure of the T cell receptor (TCR), which is found on helper T and cytotoxic 
T cells and binds to fragments of antigen 

FIGURE 9.2.9 Digital illustration of cytotoxic 
(white) T cel ls attacking migrating cancer cells 
(yellow) 

O Each T cell produces one type of 
T cell receptor (TCR) and is specific 
to one antigen. 
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ANTIGEN RECOGNITION BY T LYMPHOCYTES 
T l")7mphocytes check the antige11s of cells they come into contact vvith in the body, 
differentiating between cells that belong to the organism (self) a11d cells that are 
foreign (non-self). Remember that during their development, lymphocytes that 
react to self-antigens are 11ormally destroyed. This inability of lymphocytes to 
respond to self-antigens is known as self-tolerance. 

All nucleated cells l1ave surface proteins that present peptide antigens of the 
proteins being synthesised in that cell. These antigens are presented to cytotoxic 
1"' cells by major histocompatibility complex I (MHC-1) molecules. Infected cells 
display non-self antigen frag1nents on MHC-1 molecules, which are recognised by 
cytotoxicT cells that subsequently destr0")7 the infected cells (Figure 9.2.11). 

When an APC engulfs a patl1ogen, the antigens of the pathogen are broken 
into small peptides in the cell. These antigen fragments bind to MHC-II molecules 
inside the cell. The antigen- MHC-11 complexes then move to the cell st1rface to 
present the antigens to helper T cells. The TCRs on the helper T cells recognise 
tl1e antigen-MHC-11 con1plex. Signal transduction in the T lymphocyte leads to 
activation of the cell, which then proliferates and releases cytokines (Figt1re 9 .2. 11). 

macrophage 

cell 
death 

' 
~ infected 

cell 

cytotoxic 
T lymphocyte 

helper T lymphocytes 
proliferate and release 
cytokines that activate 

antigen- MHC-11 
/ complex 

:) 

helper 
T lymphocyte 

' J 
• • • cytotoxic T lymphocytes ••••• • • • • • • • • • ••••• • • • 

• • I 

~ antigen-MHC-1 

infected cell 
complex 

FIGURE 9.2.11 T lymphocytes are activated in cell-mediated immunity. Antigen-presenting cells 
present antigen fragments of phagocytosed pathogens to helper T cells using MHC-11. Infected cells 
present antigen fragments of pathogens to cytotoxic T cells using MHC-1. 
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IMMUNOLOGICAL MEMORY 
Tl1e response arising from the first encounter of a T or B lymphocyte with a specific 
antigen is kno,;vn as the primary immune response (Figure 9.2.12). After the 
initial exposure, B and T lymphocytes form B and T memory cells. Ig1\1 antibodies 
are tl1e predominant antibodies produced in a primary response. 

The response arising from subsequent encounters with the same antigen is 
known as the secondary immune response. Lymphocyte proliferation and 
production of a11tibodies occurs much more quickly during the secondary immune 
response, because the existing memory cells, which were produced during the 
first e11counter a11d which remain for months or years, allow faster proliferation 
of the required lymphocytes (those with the receptor specific to the antigen). IgG 
antibodies are the predominant antibodies produced in the secondary response. 
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FIGURE 9.2.12 Primary and secondary immune responses after initial (first) and secondary (second) 
exposure to the same antigen 
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9.2 Review 

SUMMARY 

• An adaptive immune response is one that is specific 
to a certain antigen. 

• The adaptive immune response in vertebrates is 
classified as humeral or ce ll -mediated. 

• Humeral immunity involves B lymphocytes, which 
become activated and proliferate when stimulated 
by specific antigens or cytokines released by 
helper T cells. Activated B lymphocytes become 
plasma cel ls that produce antibodies and memory 
cells that remain in lymphoid tissues and provide 
immunological memory. 

• Antibodies, also known as immunoglobu lins, are 
proteins that bind to specific antigen molecules. 

• Antibodies are Y-shaped proteins that have a 
constant 'tail' and variable 'arm' regions. The 
variable regions have antigen-binding sites and the 
constant region recrults components of the immune 
system. 

• Cell-mediated immunity involves T lymphocytes: 

- Cytotoxic T cells recognise and kill foreign, 
infected or abnormal host cells by releasing toxic 
compounds. 

- Helper T cells secrete cytokines that activate 
leukocytes, including cytotoxic T cel ls and B cells. 

KEY QUESTIONS 

Knowledge and understanding 

• The major histocompatibility complex (MHC) is 
important in antigen presentation: 

OA 
✓✓ 

- MHC-1 is expressed on all nucleated cells and 
presents peptide antigens of proteins produced 
with in ce lls to cytotoxic T cells. 

- MHC-11 is expressed on antigen-presenting cells 
(APCs) and presents peptides of phagocytosed 
antigens to helper T lymphocytes. 

• Cytotoxic T cells kill infected cel ls, which are 
identifiable by pathogen antigens on MHC-1. 

• Memory Band T cel ls persist after an infection to 
enable a larger and faster response upon reinfection 
with the same pathogen. 

• The first infection with a pathogen produces a 
primary immune response, whi le reinfection with the 
same pathogen produces a secondary response due 
to the presence of memory cells from the primary 
response (th is is known as immunological memory). 

A B C 
• • 

I I 

1 What part of an antibody interacts with antigens on a pathogen? I I n mbe - of vi -al 
/ ~ parti les i1 

A the constant region 
B the disulfide bridge 

C the constant region of the heavy chain 

D the variable region 

2 Define immunological memory. 

3 Describe the innate and adaptive immune responses. 

4 Which MHC class interacts with helper T cells, and which interacts 
with cytotoxic T eel Is? 

5 Explain how T lymphocytes recognise antigens presented by ce lls. 

Analysis 
6 Look at the graphs and determine which label on the graphs 

(A, B, C, D or E) represents: 

a the period when the virus has just entered the body and 
started to multiply (the incubation period) 

b the day the patient became infected 

c the period the patient felt most il l 

d body temperature 

e the period when the patient's antibodies destroy the virus 
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9.3 Strategies for acquiring 
immunity 
In this section )'OU will learn that immunity can be active or passive, natural or 
artificial. You will also learn that vaccination (Figure 9 .3 .1) is an example of artificial 

. . . 
actJ.ve :unmuruty. 

TYPES OF IMMUNITY 
Immunity is active or passive, depending on the origin of the immune response. 

• Active immunity is protection provided by an individual's own adaptive 
immune response. This type of immunity takes time to develop, but the memory 
B and T cells that result can pro,,ide immunological memory tl1at can last for 
many years, or even a lifetime. 

• Passive immunity is protection provided to an i11dividual by the transfer of 
antibodies produced by another organism. This type of immunity is immediate, 
b11t will only protect tl1e recipient for a limited time because it does not result in 
immunological memory. The transferred antibodies degrade over time and are 
removed from the body. 
Table 9. 3 .1 provides a summary of active and passive immunity. 

TABLE 9.3.1 A summary of the differences between active and passive immunity 

Active immunity Passive immunity 

• Adaptive immune response to antigen 
occurs in the individ ual. 

• The ind ividua l's immune system is 
activated against the antigen and 
achieves immunologica l memory. 

• Immunity can be maintained by 
stimulating memory cells, i.e. with 
booster vaccinations. 

• Im munity develops over weeks. 

• Adaptive immune response occurs in 
another organ ism that is exposed to 
the antigen and antibodies are then 
t ransferred to a recipient. 

• The recipient's immune system is not 
activated aga inst the ant igen and does 
not achieve immunological memory. 

• Immunity cannot be maintained. 
• Immunity is im mediate. 

Immunity can develop naturall)' through exposure to a pathogen, or be induced 
artificially througl1 purposeful mtroduction of antigens or antibodies into the body. 
Both active and passive immunity can arise naturally or artificially. 

Natural passive immunity 
Natural passive immunity involves the passive transfer of antibodies from 
mother to fetus through the placenta prior to birth, and from moth.er to baby 
through breastfeeding. These maternal antibodies provide protection to the baby 
for '"''eeks or montl1s, vvhile its own immune system is developmg. 

Artificial passive immunity 
Artificial passive immunity involves an individual receiving antibodies produced 
by another organism, usually by injection of antiserum. Serum is the fluid portion 
of blood that remains after blood cells and material involved in blood clotting 
l1ave been removed (Figure 9.3.2). Antiserum is serum that contains specific 
antibodies. When these transferred antibodies bind to the antigens on the pathogen 
or toxin, the)' form an antigen- antibody complex that inhibits the pathogen or toxin 
before it does much damage. 

Artificial passive immunisation can be a useful means of treatn1ent of an 
infection by a pathogen, or a bite or sting by a venomous ani1nal, when deatl1 is 
likely to occur before the primary immune response has had time to develop. For 
example, the administration of tetanus antiserum protects against tetanus in at
risk patients, such as those with a deep or dirty puncture wound. Tl1e antiserum 
contains antibodies specific for the toxin, called antitoxins, which bind to the tetanus 
toxin and inhibit it. 

FIGURE 9.3.1 A baby being vaccinated. 
The vaccine stimulates an adaptive immune 
response that protects against infection. 

0 Immunological memory is the 
retention of B and T lymphocytes 
sensitised to specific antigens. It 
enables a stronger and more rapid 
immune response should the same 
antigens be encountered again. 

serum 
(about 55%) 

white blood cells 
and platelets 
(about 4%) 

red blood cells 
(about 41%) 

FIGURE 9.3.2 Serum is the fluid portion of 
blood that remains after blood cells and clotting 
factors (platelets) have been removed. 

O Antiserum is serum containing 
specific antibodies. It is injected to 
treat or protect against disease. 

O Antivenom is venom antiserum. 
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CASE STUDY ANALYSIS 

Haemolytic disease of the newborn 
Artificial passive immunisation is also 
used to suppress active immunity 
when it can be harmful, such as in 
haemolytic disease of the newborn 
(from 'haemo' meaning blood and 'lysis' 
meaning breakdown). This occurs when 
a mother's natural active immunity 
causes her immune system to attack 
the red blood cells of her fetus. This can 
happen when there is an incompatibility 
between the Rh blood type of the 
mother and the fetus. 

The Rh blood group consists 
of dozens of different antigens. 
Incompatibility with the D antigen (Rh 
D) is the most common cause of severe 
haemolytic disease of the newborn. 

People who have the Rh D antigen 
are Rh D positive and people who lack it 
are Rh D negative (Figure 9.3.3). While 
it is still common to refer to people 
who are Rh D positive as being 'rhesus 
positive' or having the ' rhesus factor' 
and those without it as being 'rhesus 
negative', these terms only relate to Rh 
D antigen and are obsolete. The positive 
or negative suffix that follows the ABO 
blood group refers to the presence or 
absence of Rh D. 

- - -
- - -

ctl A, a 

= 
I 

- - - -

_ .......... 
FIGURE 9.3.3 Laboratory tests showing an Rh D 
positive result (top), in which there is D antigen 
present on red blood cells (third vial from the 
left), and an Rh D negative result (bottom), in 
which there is a lack of D antigen. 
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FIGURE 9.3.4 A mother who is Rh negative has a baby who is Rh positive. (a) When red blood 
cell fragments cross the placenta, the mother has an adaptive immune response that makes 
memory cells and antibodies against the specific Rh antigen (called anti-Rh antibodies). In 
a later pregnancy with another Rh positive fetus, memory cells trigger the production of 
antibodies that can cross the placenta and will damage any subsequent Rh positive fetuses. 
(b) A dose of anti-Rh antibod ies can be admin istered to the mother to neutralise any fetal Rh 
antigens before an immune response occurs. protecting any future Rh positive fetus. 
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H owever, introducing antibodies to contain the threat before tl1e person's own 
adaptive immune response can be mobilised means the protection pro,rided is only 
temporar)r, as no immunological memory is formed. 

Natural active immunity 
Natural active immunity develops fro1n the adaptive in1mune response to a 
natural infection, and the immunological memory that results. This means that if 
exposed to the same antigen again in the future, the immune system will recognise 
it immediately, and a secondary im1nune response ,vill occur (Figure 9.3.5). 

Secondary immune responses are much faster and stronger than primary 
immune responses, and are therefore more likely to minimise disease. For example, 
if you have had chickenpox, you are unlikely to get it again because your in1mune 
system has developed immunological memory specific to the antigens of Varicella 
z oster virus, the virus that causes chick:enpox. 
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FIGURE 9.3.5 A subsequent infection with the same infectious agent wil l trigger a secondary immune 
response that is faster and stronger than the primary irnmune response. 

When a mother is Rh D negative 
and has a baby who is Rh D positive, 
the mother is likely to develop an 
adapt ive immune response to the 
Rh D antigen, as fragments of fetal 
red blood cells cross the placenta 
during birth (Figure 9.3.4a). If the 

same Rh D negative woman has 
another pregnancy with an Rh D 
positive baby, her memory cells wi ll 
trigger the production of antibodies 
t hat cross the placenta and damage 
t he baby's blood cells, causing 
t hem to develop haemolyti c d isease. 
Incompat ibility with other Rh antigens 
can also cause haemolytic d isease. 
Haemolytic d isease of the newborn 
can be prevented by artificial passive 
immunisation. 

To prevent the mother having 
an adaptive immune response 
and producing anti-Rh anti bodies 
during her first pregnancy, she is 
given a dose of anti-Rh antibodies 
(Figure 9.3.4b). These administered 
antibodies will neutralise any fetal Rh 
antigens before an adaptive immune 
response by the mother occurs. 

Analysis 
Occasionally, if Rh D negative blood is 
in short supply, a patient who is Rh D 
negative can receive a transfusion of 
Rh D positive blood. 

1 This procedure can only be done 
once. Why? 

2 This procedure would not be 
recommended for a young female 
patient. Why not? 
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C) Vaccines are made of altered, 
weakened or killed microorganisms, 
such as bacteria or viruses, or 
inactivated forms of toxins or 
proteins. 
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Artificial active immunity 
Artificial active immunity results from the administration of antigens to induce 
an adaptive immune response. This techniq11e of inducing an adaptive immune 
response to produce active i1nmunity is known as vaccination ( or im1nunisation), 
and a substance used to induce artificial active immunity is called a vaccine. 

As with natural active immunity, the primary response to vaccination takes 
time to develop, and booster vaccines are often needed to stimulate the stronger 
secondary immune response that provides longer-lasting immunity (Figure 9.3.6). 

Vaccines need to be highly specific to initiate an adaptive immune response 
resulting in immunological memory. Increased understanding of microbiology 
and immunology has led to tl1e development of very safe vaccines that induce the 
desired immune response with minimal side effects. 

Table 9. 3 .2 provides a summary of examples of the different types of immunity. 

Artificial active immunity 
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FIGURE 9.3.6 A booster vaccine is often needed to stimulate a stronger secondary immune 
response. 

TABLE 9 .3.2 Examples of types of immunity 

Active 

the adaptive immune response 
of an individua l 

vaccination of an individual to 
stimulate an adaptive immune 
response 

Passive 

the passive transfer of antibod ies from 
mother to fetus through t he placenta 
prior to birth, and from mother to baby 
through breastfeeding 

administration of antibodies that have 
been produced by another organism 
against a pathogen or toxin 
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CASE STUDY ANALYSIS 

Influenza vaccines 

Because of their high rate of mutation, influenza (or flu) 
viruses evolve so rapidly that the immunity developed 
to one year's strains usually doesn't provide protection 
against the next year's strains. This is true whether 
you have caught the flu and developed natural active 
immunity, or have received a flu vaccine and developed 
artificia l active immunity. The reason the immune system 
has trouble recognising new strains of influenza viruses 
is that genetic changes have caused the flu viruses to 
express different antigens. This change in antigens is called 
antigenic drift. 

To keep up with antigen ic drift, new flu vaccines are 
released every year. Although it is a single injection, each 
new f lu vaccine is a cocktail of vaccines for different 
influenza strains, and the decision about which strains to 
vaccinate against is based on wh ich stra ins are predicted 
to be the most common in the coming flu season. However, 
sometimes the most common strains are unexpected, in 
which case the latest flu vaccine provides little protection. 

One reason a new influenza strain might be unexpected 
is that influenza viruses can swap genetic material in a 
single host. This is known as antigenic shift, because it 
occurs more rapidly and results in more major changes 
than antigenic drift. An example of antigenic shift is the 
HlNl strain of swine flu virus that was first detected 
in 2009 (Figure 9.3.7). The reassortment of genes that 
resulted in HlNl is thought to have occurred in North 
American and Eurasian pig herds. The eight RNA strands 

of H 1 N 1 include one strand from a human influenza strain, 
two strands from bird (or avian) influenza strains and five 
strands from pig (or swine) inf luenza strains. 

FIGURE 9.3.7 Digital illustration of the HlNl strain of swine influenza 
' virus 

Analysis 
1 In a particular community, avian influenza strain 

H3N2 and a human strain HlNl have been 
circu lating. Without any warning, there is a sudden 
increase in people arriving at hospital emergency 
departments with influenza. The stra in is analysed 
and found to be a new stra in, H3Nl. This new strain 
is li kely to have arisen as a result of: 

A lack of people in the population having vaccination 

B antigenic shift 

C antigenic drift 

D the development of antibiotic resistance by the 
influenza virus 

2 Consider the graph below. 

a Why is the 2013 to 2016 data effective for 
predicting the future 2017 notif ications? 

b What can be predicted about the number of 
notifications in 2017? 
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9.3 Review 

SUMMARY 

• Immunity can develop naturally or be induced 
artificially. 

• Passive immunity involves the transfer of antibodies 
produced in another organism. It does not result in 
immunological memory and is temporary. 

• Active immunity involves the individual's adaptive 
immune response. It results in immunological 
memory that can be long-lasting. 

• Natural passive immunity is the result of antibodies 
naturally produced by another organism providing 
immunity. 

KEY QUESTIONS 

Knowledge and understanding 
1 Vaccination is an example of: 

A artificial passive immunity 

B natural active immunity 
C artificial active immunity 

D natural passive immunity 

2 Define vaccination. 

3 Explain the difference between active and passive 
immunity. 

4 Explain the difference between natural passive 
immunity and artificial passive immunity. Give 
examples. 

OA 
✓✓ 

• Artificial passive immunity involves an individual 
receiving antibodies produced by another organism. 

• Natural active immunity develops from the adaptive 
immune response to a natural infection, and the 
immunological memory that results. 

• Artificial active immunity results from the 
administration of antigens to induce an adaptive 
immune response, i.e. vaccination. This results in the 

generation of immunological memory. 

• Immunological memory provides a stronger and 
faster secondary immune response if exposed to the 
same antigen again. 

Analysis 
5 A group of scientists think that they have developed 

a vaccine that would protect people at risk from 
developing allergic responses to peanuts. Design an 
experiment using mice that have a genetic tendency 
to peanut allergy that would allow the scientists 
to test their new drug. State the results that would 
show that the vaccine is a success. 

~-------------------------------------------------------------------------------------- - - 4 
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Chapter review 

I KEY TERMS I 
active immunity 
adaptive immune response 
agglutination 
antibody 
antigen-antibody complex 
antigen-presenting cel l (APC) 
antiserum 
artificial active immunity 
artificial passive immunity 
B eel I receptor (BCR) 
B lymphocyte 
cell-mediated immunity 
clonal selection 
constant region 
cytotoxic T cell 
differentiation 

I REVIEW QUESTIONS I 

heavy chain 
helper T cell 
humeral immunity 
immunoglobul in (lg) 
immunological memory 
light chain 
lymph 
lymphatic system 
lymphocyte 
memory B cel l 
memory T cell 
natural active immunity 
natural passive immunity 
neutralisation 
passive immunity 
plasma cell 

Knowledge and understanding 
1 Pregnant women who are Rh D negative but who 

are carrying an Rh D positive fetus are injected 
with anti-Rh D antibodies shortly after birth. These 
injections make the mothers temporarily immune to 
Rh D antigens and prevent the formation of maternal 
anti-Rh D memory cel ls. This protects a future Rh D 
positive fetus from a maternal adaptive immune 
response. What type of immunity is this? 

A artificia l passive immunity 

B artificia l active immunity 

C natural passive immunity 
D natural active immunity 

2 Which type of antibody is found in the highest 
concentration in the blood of a newborn baby? 

A lgA 
B lgG 

C lgE 

D lgD 

3 Why can vertebrates respond to a secondary infection 
with significantly greater potency than the first 
infection? 

A Vertebrates have innate immune responses that 
provide immunological memory. 

B Vertebrates have adaptive immune responses that 
provide immunological memory. 

C Vertebrates have first line defences/barriers that 
provide immunological memory. 

D Vertebrates have innate resistance that provides 
immunological memory. 

precipitation 
. . 

OA 
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primary immune response 
primary lymphoid organ 

and tissue 
secondary immune 

response 
secondary lymphoid 

organ and tissue 
serum 
specificity 
T eel I receptor (TCR) 
T lymphocyte 
vaccination 
vaccine 
variable regi.on 

4 Which immune cells are involved only in adaptive 
immune responses? 

A B and T lymphocytes 

B complement proteins 

C leukocytes 
D antigen-presenting cells 

5 Which of the following is not a role of lymphatic 
vessels? 

A returning flu id that seeps out of the blood vessels 
into tissues back to the circulatory system 

B absorbing and transporting fatty acids and fats from 
the digestive system 

C provid ing a site for lymphocytes to mature 
D transporting lymphocytes and antigen-presenting 

cells to the lymph nodes 

6 Breastfed babies tend to be healthier than bottle-fed 
babies. Give a reason why. 

7 Explain the specificity of the adaptive immune 
response. 

8 Where do T lymphocytes mature? 

9 Mammalian antibodies (or immunoglobulins) are 
general ly grouped into five types. Draw a tab le that lists 
and summarises the role of each type. 

10 Why doesn't the adaptive immune system respond to 
prions? 

11 Describe the humeral mechanism of the adaptive 
immune response, including its relationship, if any, to 
immunological memory. 

12 Describe the cell-mediated mechanism of the adaptive 
immune response, including its relationsh ip, if any, to 
immunological memory. 
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13 Pseudomonas aeruginosa is an extracellular pathogen. 

Would P aeruginosa trigger a THl or TH2 response? 

14 Legione!la pneumophila is an intracellular pathogen. 

Would L. pneumophila trigger a T Hl or T H2 response? 

15 Describe how the recognition of antigens by B and 
T cel l receptors differs. 

Application and analysis 
16 The fol lowing graph represents changes in antibody 

concentrations that occur during a primary and 

secondary adaptive immune response. Provide labels 

to describe A, B, C and 0 . 

Changes in ant ibody concent rations 
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17 Sometimes the blood bank in Melbourne wi ll 
advertise for people who have recently recovered 

from chickenpox to donate blood. The blood bank 

takes a blood donation from these individuals and 

then separates the blood using a centrifuge. The 
blood serum is collected. The serum is then purified 

and some of the proteins specific to chickenpox are 

extracted. 

a What are these proteins? 

b These proteins are given to patients. Which group 

of patients is most likely to be in need of these 
proteins? 

c Why does the extraction of these proteins not 

increase the likelihood of the donors developing 

chickenpox with possible future exposure? 

d Explain whether the injection of these proteins gives 

the recipients long-term immunity. 

18 Vaccinations against measles are included in Australia's 

National Immunisation Program. As part of this 

program, it is recommended that ch ildren receive 
measles vaccines at 12 months, 18 months and 4 years 

of age. 

The fo llowing graph shows the levels of measles 
antibodies in a child from birth to seven years of age. 

1/l 
QJ-
·- 1/l "O..., o·-.o C: 
·- ::i ..., >, 
C ,.._ 
IU CU 
4- ,_ 
o.~ 
-.0 ..,__ 
QJ ,.._ 
> cu 
QJ
_J 

0 1 

Measles antibodies in a child 
from birth to seven years 

2 3 4 5 
Age (years) 

6 7 

a This child had antibodies against the measles virus 

at birth. Explain how. 

b Why did the antibody levels drop off to zero in the 

months following birth? 

c The child was immunised against measles at one 
year of age and again at four years of age. Explain 

why antibody production occurs more rapid ly and to 

a higher level after the second vaccination compared 
with the first vaccination. 

d At six years of age, antibody production increases 

greatly again, but no vaccination has occurred. 
Explain. 

e What could explain an increase in cases of measles 

among ch ildren? 
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19 The fol lowing graph shows the level of different antibodies before and after birth. 

Antibody levels before and after birth 
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a Why is lgG present in high levels before b irth? 

b What are the trends from birth for the two sources 
of serum lgG? 

20 An experiment was performed to determine the 
effectiveness of a vaccine against rabies in stimulating 
the production of antibodies in cattle. Two groups of 
cattle, A and 8, were assessed. Both groups were f irst 
exposed to the virus on day 0, then only one of the 
groups was exposed again on day 120. Antibody levels 
were measured on days 0, 30, 210, 390, 450 and 540. 
The resu lts are shown in the following graph. 
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a Deduce which resu lt, A or 8, represents the group 
that was exposed only once. Explain your response. 

b i Explain why the interpolation of the antibody 
levels shown on the graph for group A between 
days 30 and 210 is unreliable. 

ii Predict what a scientist who measured the 
ant ibody tit re of group A would measure if they 
sampled at day 100. 

c Along with increased production of antibodies, 
T lymphocyte concentration would be expected to 
rise significantly, especially in the group having two 
exposures to the pathogen. Explain. 
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Learning outcomes 
By the end of this chapter, you wil l understand how new treatments that utilise 
the immune system are being used to treat cancer and autoimmune diseases. 
You will also learn about the impact of pathogens in a globally connected world, 
the strategies that can be employed to control the spread of disease and the 
importance of vaccination programs in maintaining herd immunity. 

Key knowledge 
• the emergence of new pathogens and re-emergence of known pathogens 

in a globally connected world, including the impact of European arrival on 
Aboriginal and Torres Strait Islander peoples 10.2 

• scientific and social strategies employed to identify and control the spread 
of pathogens, including identification of the pathogen and host, modes of 
transmission and measures to control transmission 10.2 

• vaccination programs and their role in maintaining herd immunity for a specific 
disease in a human population 10.3 

• the development of immunotherapy strategies, including the use of monoclonal 
antibodies for the treatment of autoimmune diseases and cancer. 10.1 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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FIGURE 10.1.1 Gardasil is the brand name for a 
vaccine that provides immunity against certain 
strains of human papillomavirus (HPV). The 
vaccine reduces the risk of developing certain 
types of cancers associated with H PV infection. 

O lmmunotherapy activates or 
suppresses the immune system to 
treat disease. 

O Carcinogens are substances that 
cause damage to cell DNA. 
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10.1 lmmunotherapy 
Immunotherapy is any treatment that activates or suppresses the immune 
system to fight disease. In this section, you will learn about different types of 
immunotherapies used to treat cancer, including monoclonal antibody therapy, 
and about immunotherapies for autoimmune conditions. You will also learn about 
cancer and vaccines that prevent certain types of cancer (Figure 10 .1.1) . 

CANCER 
There are many different types of cancer tl1at affect many different types of cells, but 
i11 all cases cancer results from a single abnormal cell that n1ultiplies uncontrollably 
and spreads throughout the body. 

This uncontrolled growth is the result of changes to genes that control how cells 
grow and divide, and a resistance of these abnormal cells to apoptosis (programmed 
cell death). These genetic cl1anges can be inherited, or develop as a result of damage 
to the cell's DNA over a lifetime. 

Substances that can damage DNA are called carcinogens. Carcinogens can be 
physical (e.g. radiation), chemical (e.g. asbestos) , or biological (e.g. certain viruses; 
approximately 15-20% of human cancers are thought to be the result of viruses). 

Tumours 
A tumour forms when the number of abnormal cells has increased significantly, 
forming a clump of cells. Depending on ,vhere the tumours form, they may damage 
or block tl1e normal function of organs and tissues. Not all tumours are cancerous. 

Benign tumours are not ca11cerous, because their abnormal cells do not invade 
nearby tissue or spread throughout the body. Some benign tumours can become 
cancerous. 

Malignant tumours are cancerous because their cells can invade nearby tissue 
and spread (or metastasise) from the site at vvhich they originate. 

Metastasis occurs when cancer cells break away from the original tumour ( or 
primary tumour) , travel through the blood and lymph vessels, and form secondary 
tumours at other locations (Figure 10.1.2). 

FIGURE 10.1.2 Cancer cel ls (white) migrating from a tumour and form ing a secondary tumour in 
another organ 
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Cancer treatments 
Cancer treatments over several decades have included chemotherapy, radiation 
therapy, and surgery to remove tumours. 
• Chemotherapy involves administering drugs that are cytotoxic to cells that 

multiply rapidly. Although the chemotherapy drugs available today are more 
specific tl1an those of the past, tl1ey are not specific enough to avoid damage to 
healthy cells that also di,,ide rapidly, such as bone marrow and hair follicle cells. 
This is why chemotherapy can have negative side effects. 

• Radiation therapy indiscriminately kills cells by damaging their DNA. In cancer 
treatment, radiotherapy is directed at the cancerous cells, but some damage to 
surrounding tissue is inevitable. 

• Surgery is beneficial in removing solid tumours but it also has its disadvantages. 
Any surgery takes a toll on the body, and often it is very difficult to ensure tl1at 
all malignant cells are removed from the body. 

The immune response to cancer 
Tumour cells evade the immune response in a number of ways. They do this by 
expressing defective MHC-I molecules (so that cytotoxicT cells cannot detect that 
the cells are defective), by producing immunosuppressive cytokines, or by releasing 
enzymes that suppress T lymphocyte responses. Because of this, even people with 
a normal immune system may be unable to control the growth of tu1nours. People 
\¥ho are older, who use immunosuppressive medications for a long period of 
time, or who have immunodeficiency have weakened immune systems and are at 
increased risk of developing cancer. 

CANCERIMMUNOTHERAPY 
Immunotherapy is a new frontier in the treatment of cancers. It enables more 
specific ( or personalised) medicines than other types of tre<ttments, and improves 
outcomes while simultaneously minimising side effects. 

Cancer immunotherapy activates the immune system to destroy tumours, and 
can be non-specific or specific. 
• Non-specific immunotherapies stimulate the immune system in general; for 

example, by the injection of cytoltines. Cytokines do not directly target cancer 
cells, but the stimulation of the immune system can result in a better immune 
response against cancer cells. 

• Specific imn1unotherapies act on cancer cells by direct!}' stimulating the adaptive 
immune response against them (Figure 10.1.3). Specific immunotherapies 
include cancer vaccines and monoclonal antibody therapy. 

Cancer vaccines 
Can cer vaccines stimulate the immune system to attack cancer cells. Some 
cancer vaccines contain peptides or vvhole proteins of cancer cells and adjuvants to 
help stimulate an immune response against them. Adjuvants are substances that 
enhance the effect of a vaccine or other medical treatment. Sometimes a patient's 
own immune cells are l1arvested., exposed to these antigens, and then injected back 
into the bod)' to produce an immune response. Cancer vaccines have fe,1i1 or no side 
effects. They can be classified as preventive, therapeutic or personalised. 

FIGURE 10.1.3 Digital illustration of cytotoxic 
T cells (white) attacking a cancer cell (red) 

O Cytokines are a group of peptides 
and proteins released from cells 
that are important in cell signalling, 
particularly between cells of the 
immune system. 
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FIGURE 10.1.4 Coloured scanning electron 
(SEM) micrograph of a cervical cancer cell 

f) Antigen-presenting cells present 
foreign antigens attached to MHC-11 
molecules on their surface to helper 
T cells. 

Preventive cancer vaccines 
Preventative cancer vaccines are vaccines directed against ,,iruses that cause cancer. 
Examples include vaccines for human papillon1avirus (HPV), which causes cervical 
cancer (Figure 10.1.4), and hepatitis B virus (HBV), wl1ich causes cancer of the 
liver. These vaccines introduce specific viral antigens into the body, creating an 
adaptive immune response that will lead to immunological memory and a stronger 
and faster response towards the virus if the body is exposed to it. 

An example of a preventative cancer vaccine is the HPV vaccine called Gardasil. 
Professor Ian Frazer and Dr Jian Zhou from the U niversi~, of Queensland developed 
Gardasil using a gene for the coat protein of HPV (Figure 10 .1. 5). 

L 1 gene from 
H PV inserted 
into yeast 

gene transfer and 
expression in yeast 
cells 

L 1 protein 

immunity 
if infected 
with HPV 

self-assembly 

of · s · _,,/1 
-~► ••• 

• 
purification 

B lymphocytes make antibodies 
against HPV coat protein and 
memory cells form 

~---... A. -( ~ 
"t=)l=< 

plasma cell 

vaccination 
w ith VLPs 

FIGURE 10.1.s The gene for the HPV coat protein Ll was taken from the vi rus and inserted into 
yeast cells, which produce large amounts of the protein. This Ll protein 'self assembles' into 
particles that look like the virus, and are therefore known as virus-like particles (VLPs). These VLPs 
do not conta in any vira l DNA, so they do not cause disease and are not infectious. The VLPs are the 
antigen used in the Gardasil vaccine. 

Therapeutic cancer vaccines 
Therapeutic cancer vaccines are given to people who already have cancer. These 
vaccines are made up of antigens for a specific type of cancer cell (usually protei11s 
or parts of proteins), and often adju,,ants are included to help boost the immune 
response, increasing its ability to identify and destroy' cancer cells. 

Personalised cancer vaccines 
Personalised cancer vaccines are tl1erapeutic vaccines developed for an individual 
patient. Some involve tumour cells that have been removed from the patient, altered 
in the laboratory to make then1 more obvious to the immune system, and then 
injected back into the patient. 

One of the most effective personalised cancer vaccines involves tl1e patient's 
own tumour and dendritic cells, which are antigen-presenting cells of the immune 
system. This therapy works by presenting the antigen isolated from the patient's 
tumour sample to the patient's dendritic cells. Tl1e activated dendritic cells are then 
injected back into the patient, where they present antigens to helperT cells, eliciting 
an adaptive immune response. 
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I CASE STUDY I 

A cancer vaccine for Tasmanian devils 
Tasmanian devils (Sarcophilus harrisii) have been plagued for decades 

by a contagious facial cancer called devil facial tumour disease (DFTD). 

The cancer originated from a single cancerous Schwann cell in a single 

Tasmanian devil many years ago, and spread from one Tasmanian devil to 

another by bites. DFTD has devastated the Tasmanian devil population and 

threatens the survival of the species. 

Contagious cancer is very unusual, and at first it was thought the reason 

DFTD spread so easily between Tasmanian devils was that they had 

weakened immune systems, or low genetic diversity. Low genetic diversity 

would make it easy for the cancer to spread, because it would mean the 

immune system of an individual devil wouldn't recognise the cancer cells 

from another devil as foreign. However, both these hypotheses have been 

ruled out. 

In fact, it appears the cancer cells evade the devil's immune system by 

destroying their major histocompatibility complex (MHC) molecules, which 

are vital for immune recognition. Without MHC molecules on the cancer cells, 

the devil's immune cells do not detect them. 

Researchers from the University of Tasmania have shown that a vaccine 

using killed DFTD tumour cells and adjuvant is able to stimulate a protective 

adaptive immune response (Figure 10.1.6). The vaccine is currently being 

trialled, and if successfu I, it may help bring the Tasmanian devil back from 

the brink of extinction. 

rtGURE 10.1.6 The cancer vaccine for devil facial tumour disease uses tumour-specific 
antigens from killed tumour cells to stimulate an adaptive immune response involving 
T lymphocytes. 

CHAPTER 10 I DISEASE CHALLENGES AND STRATEGIES 319 



FIGURE 10.1.1 Digital illustration of monoclonal 
antibodies binding to antigens on cancer cells 

O Immortal cell lines can continually 
undergo division without mutation, 
which would normally occur as a cell 
ages, and can therefore be cultured 
for long periods. 

O Transgenic mice have been 
genetically modified to contain genes 
from other species. 

Monoclonal antibody therapy for cancer treatment 
Monoclonal antibodies (mAbs) are antibodies produced by a single clone of a 
B lymphocyte that is grown in cell culture to produce a large volume of the same 
clone. The rnAbs produced by tl1e clones are all identical and specific to the same 
antigen. 

One of the ways mAbs are used to treat cancer is by targeting specific antigens 
present on tumour cells (Figure 10 .1. 7). But they can also be used to target cells 
of the inunune system and direct the immune response in a way that helps destroy 
tumour cells. 

Production of monoclonal antibodies 
Figure 10.1.8 illustrates the steps required to make monoclonal antibodies. 
• First, mice are injected witl1 a particular antigen, vvl1icl1 in the case of cancer 

therapy is an antigen from a cancer cell. 
• This induces the mice's B lymphocytes to produce antibodies specific to the 

antigen, and tl1ese B lymphocytes are then isolated from the spleens of the mice. 
• In isolation the B lymphocytes only have a limited lifespan, so in order to 

produce the large quantity of antibodies needed, the isolated B lymphocytes are 
fused with m yeloma cells, which are an immortal cell line. 

• The fusion of the two cells results in a l1ybridised cell called a hybridoma. 
• The hybridoma is more stable in tissue culture conditions and the cell secretes 

multiple copies of the specific antibody (the mAbs), ,:vhich are then harvested. 

antigen 

immunisation 
antibody

forming cel ls 

monoclonal 
antibodies 

clonal 
expansion 

isolation of immune cells 

hybridomas are screened 
for production of the 

desired antibody 
selected hybridomas 

are cloned 

+ 
fusion 

myeloma 
cells 

hybridomas 

FIGURE 10.1.a Production of monoclonal antibodies. Mice are injected with an antigen. 
B lymphocytes sensitised to the antigen are then taken from the mice and fused with myeloma cells. 
The fused cells, called hybridomas, make antibodies to the antigen, and are grown in culture dishes 
to produce large quanti ties of monoclonal antibody specific to the antigen. 

Humanised monoclonal antibodies 
The first mAbs produced were mouse mAbs made entirely by mouse B lymphocytes, 
and many rnAbs are still made this ,:vay today. Although these types of rnAbs are 
initially effective when used in human therapy, an inunune response is mounted 
against them once they are identified as foreign (mouse) proteins. Immunological 
memory is formed, and the adapti,,e inunune response recognises and destroys 
them faster when the same rnAbs are subsequently t1sed again. 

To help prevent an immune response directed against them, researchers have 
replaced some components of mouse antibodies ,:vith human components using 
reco1nbinant DNA teclmiques (Figure 10.1.9). Antibodies witl1 a mixture of 
mouse and human components are known as chimeric monoclonal antibodies 
( chimeric mAbs) . As rnAbs contain n1ore and more l1uman components, they 
are termed humanised monoclonal antibodies (humanised mAbs) (Figure 
10.1.lOa). Some mAbs are no,:v fully human antibodies produced by transgenic 
mice. Although chlmeric, humanised and human rnAbs are all still produced by 
mice, tl1ey may be safer and potentially more effective than earlier mAbs. Antibodies 
that contain only human components are known as human monoclonal 
antibodies (human mAbs) (Figure 10 .1.1 Ob) . 
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FIGURE 10.1.9 Monoclonal antibodies can be categorised into fou r types based on their protein 
composition: animal (most commonly mouse), chimeric (combination of mouse and human), 
humanised (mostly human) and human. 

b human monoclonal antibody 

a chimeric and 
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conjugated 
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FIGURE 10.1.10 (a) Chimeric antibodies contain parts from mouse and human antibodies, and 
humanised antibodies contain mostly human parts, but are still produced in mice. (b) Human 
monoclonal antibodies contain only human components. (c) Conjugated antibodies are joined 
to toxins or radioisotopes to specifically target and kill cancer cells and spare normal body cells. 
(d) Bispecific antibodies are those engineered to bind two different antigens, in order to bri ng 
cytotoxic T cells close to tumour cells. 

Conjugated monoclonal antibodies 

Conjugated monoclonal antibodies ( conjugated mAbs) are mAbs that l1ave 
been attached to a chemotherapy drug, a toxin or a radioactive particle (F igure 
10 .1.1 Oc) . In this vvay, conju.gated mAbs are 11sed as carriers modified to deliver 
treatments directl)' to tl1e specific cancer cells. For example, radioimmunotherapy 
can be used to treat pancreatic cancer. A radioactive isotope (lead-212) is combined 
with a specific antibody capable of targeting cancerous cells. This combination of 
antibody and lead-212 radioisotope is injected intravenously into the body. Wl1en 
it reaches the pancreas, it locks onto the cancerous cells' antigens and the lead-212 
destroys the cells by irradiating them. This treatment limits the toxic effects on 
healthy cells to those located near the cancerous cells. 

BIOFILE 

Pembrolizumab 
Pembrolizumab is a humanised 
monoclonal antibody approved for 
use in Australia to treat metastatic 
melanoma (see figure below). It 
works by binding to a receptor on 
T lymphocytes ca lled programmed 
cell death 1 (or PD-1). PD-1 normally 
interacts with two ligands on antigen
presenting cells, cal led PD-Ll and 
PD-L2. This interaction between PD-1 
and the PD-Ll and PD-L2 ligands 
inhibits T lymphocyte activation and 
cytokine production. {A ligand is a 
substance that binds specifically 
and reversibly to another substance, 
forming a complex.) 

A range of tumour cells, including 
melanoma cells, have PD-Ll expressed 
on their surface, so binding of 
T lymphocyte PD-1 and tumour cell 
PD-Ll inhibits T lymphocyte responses 
against the tumour cel ls (PD-L2 is 
also expressed on a variety of tumour 
cells, but it has not been studied as 
extensively as PD-Ll, and its impact 
on anti-tumour immunity is less clear). 
The binding of pembrolizumab to 
PD-1 receptors blocks the inhibition 
of T lymphocytes, al lowing them 
to become activated and produce 
inflammatory cytokines. This improves 
the immune response against tumour 
cells, but it also results in autoimmune 
react ions in which healthy cells are 
damaged. 

Photograph of melanoma 
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CASE STUDY ANALYSIS 

Bispecific monoclonal antibodies 

Bispecific monoclonal antibodies (bispecific mAbs) are artificially produced 
using recon1binant DNA technology and are used to target cancer cells and activate 
the immune system simultaneously (Figure 10.1.lOd on page 321). This type of 
mAb is used to indirectly activate an adaptive immune response.Naturally produced 
mAbs have two binding sites, but each site binds to the same antigen. Bispecific 
mAbs can attach to two different antigens at the same time, because they are 
composed of parts from two different mAbs and have tvvo different antigen-binding 
sites (Figure 10.1.11). 

+ 

standard lgG mAbs bispecific antibody 

FIGURE 10.1.11 Diagram of a bispecific monoclonal antibody, in which parts of two different 
antibodies have been fused to form a hybrid that can bind to cancer cel ls and to T lymphocytes 

An example of a bispecific mAb is Blincyto, which is used to treat some types 
of acute lymphocytic leukaemia. One part of this mAb attaches to a protein on 
the surface of the leuk:ae1nia cells, while the other part attaches to a protein found 
on T lymphocytes of the immune system. By binding to both these proteins, 
tl1e bispecific mAbs are effectively 'identifying' tl1e cancer cells as foreign and 
'delivering' them to the immune system. 

Gut microbes boost immunotherapy success 
lmmunotherapy is a rapidly growing field of medicine that 
has shown a lot of promise as a highly effective treatment 
for cancer. 

lmmunotherapy works by using the patient's immune 
system to fight cancer cells. There are four main types of 
immunotherapy: 

• monoclonal antibodies, which are synthetic antibodies 
designed to destroy, slow the growth of, or directly 
deliver medicine (chemotherapy) to cancer cells 

• immune checkpoint inhibitors, which prevent immune 

cells from being switched off by cancer cells, enabling 
the immune system to recognise and destroy cancer 
cells (Figure 10.1.12) 

• cancer vaccines, which trigger the immune system to 
prevent cancer cell growth or destroy existing cancer 
cells 

• non-specific immunotherapies, which boost the 

immune system in a non-targeted way to slow or halt 
cancer cell growth. 

In clinical trials, melanoma (skin cancer) patients who 
received immunotherapy treatments had increased 
survival rates, with less toxicity and fewer negative side 
effects than patients who received chemotherapy or 
radiotherapy. lmmunotherapy has also been successful in 
treating several other types of cancer, including cancer of 
the lung, breast and colon. Although this form of treatment 
holds a lot of promise, the success rates with patients have 
been varied and there is more research to be done. 

Researchers from the University of Chicago found 
that introducing the bacteria species Bifidobacterium to 
the digestive systems of mice with melanoma markedly 
increased their anti-tumour T lymphocyte response. 
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FIGURE 10.1.12 (a) Some tumour cells switch off T lymphocytes by binding to T cell receptors. (b) Immune checkpoint inhibitors, a type of 
immunotherapy drug, block inhibitory molecules on tumour cells from binding to T cell receptors, allowing T lymphocytes to remain active 
and infiltrate tumours, keeping them from growing. (c) Treatment with immune checkpoint inhibitors will briefly increase the size of a tumour 
(pseudoprogression) due to T lymphocyte infiltration, before its size is reduced due to tumour cell death. 

When mice with the bacterial strain were compared 
to mice without the bacteria, but which were receiving 
immunotherapy via the drug anti-PD-Ll (an immune 
checkpoint inhibitor), the researchers found that tumour 
growth was slowed in both groups. By combining 
the bacterial treatment with immunotherapy, tumour 
control was dramatically improved. Another study by 
researchers at the lnstitut Gustave Roussy in Paris found 
that antibiotics reduced the effects of an immunotherapy 
drug. By replenishing gut microbes in antibiotic-treated 
and infection-free mice, the anti-cancer effects of the 
immunotherapy drug were restored. 

Further investigation revealed that the Bifidobacterium 
triggered an immune response by interacting with 
dendritic cells in the intestinal tract. Dendritic cells are 
antigen-presenting cells that are responsible for detecting 
potential threats to the immune system and presenting 
them to T lymphocytes, thereby triggering an adaptive 
immune response. A genome-wide scan of mice with 
Bifidobacterium also showed upregulation of several genes 
involved in anti-tumour responses. Both of these studies 
have demonstrated the important role that a healthy 
gut microbiome plays in the immune response and the 
significant implications for the treatment of cancer using 
immunotherapy. 

Analysis 
Examine evidence that gut microbes can influence 
immunotherapy success and prepare an argument that 
could be presented to government to request more 
research funding. 
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O Autoimmune diseases result from an 
adaptive immune response directed 
against self-antigens. 

BIOFILE 

Cancer immunotherapy and 
autoimmune diseases 
Cancer immunotherapy generally aims 
to stimulate the immune response, and 
autoimmune disease immunotherapy 
aims to suppress it, so there has been 
little research conducted on the use 
of immunotherapies in people who 
have both cancer and autoimmune 
cond rtions. 

People with autoimmune conditions 
have been excluded from cancer 
immunotherapy trials due to concerns 
that cancer immunotherapies 
designed to stimulate the immune 
response might worsen autoimmune 
conditions, which are the result of 
an overactive immune response. 
However, with the significant benefits 
of cancer immunotherapy now well 
established, and roughly one-third of 
cancer patients having autoimmune 
conditions, there is a growing 
recognition of the need to study how 
different immunotherapies can be used 
to treat people who have particular 
cancers and autoimmune conditions. 

0 Methotrexate is used to manage 
autoimmune conditions that do not 
respond to other treatments, and also 
as a chemotherapy agent to manage 
cancer. 

AUTOIMMUNE DISEASE 
As you learnt in Chapter 7, normally T and B lymphocytes that are reactive against 
self-antigens are destroyed. This means that when your immune response is worki11g 
properly it is directed against non-self antigens, not against self-antigens, and this 
is k11own as self-tolerance. Autoimmune diseases rest1lt from a failure of self
tolerance, vvhich leads to an adaptive immune response directed against specific 
self-antigens. 

When autoimmune diseases occur, the cytotoxic T cells of the adaptive immune 
response attack the tissues directly. B l)rmphocytes act indirectly by secreting 
antibodies. Mast cells are also activated and release histamines, which results in 
inflammation around the affected tissues. 

Particular autoimmune diseases and combinations of autoimmune diseases 
tend to be inherited and are generally more common in females. Environmental 
factors also seem to have an effect in the development of autoirmnt1nity. Over 80 
autoin1mune diseases are currently known, including Crohn's disease, systemic 
lupus erythematosus, type 1 diabetes and rheumatoid arthritis (Figure 10.1. 13) . 

Researchers are tr)1ing to understa11d the causes and risk factors, as well as the 
rise of autoimmune diseases in industrialised countries. 

normal rheumatoid arthritis 

FIGURE 10.1.13 Rheumatoid arthritis causes inflammation in the joints and tends to begin by 
affecting the small joints of the hands and feet, wh ich over time can lead to disfigurement. 

Autoimmune disease treatments 
Autoimmune conditions have traditionally been managed with anti-inflammatory 
and immunosuppressive drugs such as corticosteroids and methotrexate, vvhich 
reduce inflammation and suppress the immune response. Ho\vever, due to the 
chronic nattrre of autoimmune diseases, long-term use of such medications is 
needed and l1as undesirable side effects. 

Drugs that suppress tl1e immune system have the potential to result in cancer or 
infection, as the suppressed immune system is unable to control the replication of 
abnormal cells or pathogens. Despite these drawbacks, immunosuppressive drugs 
are effective in managing autoimmune symptoms, and as with all medications the 
benefits of their use are weighed against the risks. 
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Monoclonal antibody therapy for autoimmune disease treatment 
In the same way mAb therapy complements traditional cancer therapies, mAb 
therapy also complements traditional immunosuppressive medications used to 
treat at1toimmune conditions. Wlule much remains ur1known about the t1se of 
different mAbs to treat cancers and autoimmune diseases that occur at the same 
time, particular mAbs are known to be useful treatments for both different types of 
cancers and autoimmune diseases. 

The growing range of mAbs used to treat autoimmune diseases includes the 
following. 

• 

• 

Tumour necrosis factor alpha (rfNFcx) inhibitors. Infliximab, adalimumab and 
golimumab bind to and inhibit TNFcx, a pro-inflammatory cytokine involved 
in systemic inflammation (Figure 10.1.14) . Anti-TNFa mAbs are used to treat 
at1toimmune diseases including rheumatoid arthritis, psoriatic arthritis, and 
inflammatory bowel diseases such as Crohn's disease and ulcerative colitis. 
Interleul,in (IL) inhibitors. Interleuldns are a class of cytoldnes that are important 
in immune cell differentiatio11 and activation. A 11umber of differe11t mAbs 
targeting different interleukins have been used to treat various autoimmune 
diseases (Table 10 .1.1) . 

• B and 'l~ lymphocyte inhibitors. Ritixumab targets and eliminates B l),mphocytes 
that express the CD20 protein. It is used to treat a range of differe11t blood 
cancers and autoimn1une diseases. Alemtuzumab targets the CD52 protein 
expressed byT a.nd B lymphocytes, as well as natural killer cells and monocytes. 
It is used to treat a type of B lymphocyte blood cancer called chronic lymphocytic 
leukaemia, as well as to reduce the relapse rate in multiple sclerosis. 

TABLE 10.1.1 Examples of monoclonal antibodies used to treat autoimmune diseases 

Monoclonal antibody Target Used to treat (lists not exhaustive) 

infliximab TNFcx Crohn's disease, ulcerative colitis, rheumatoid 
arthrit is, psoriatic arthritis and ankylosing spondyl it is 

adalimumab Crohn's d isease, ulcerative colitis, rheumatoid 
arthrit is, psoriatic arthritis, ankylosing spondylitis 
and uveitis 

golimumab rheumatoid arthritis, psoriatic arthritis, ankylosing 
spondylitis and ulcerative colitis 

dacl izumab IL-2 multiple sclerosis 

tocil izumab IL-6 rheumatoid arthritis 

ustekinumab IL-12 Crohn's d isease, psoriasis and psoriatic arthritis 
and 
IL-23 

rituximab CD20 rheumatoid arthritis, systemic lupus erythematosus 
and graft-versus-host disease 

ocrelizumab CD20 multiple sclerosis 

alemtuzumab CD52 multiple sclerosis 

target cell--: 

TN F receptor - --1n 
X 

TN Fa bound to 
antibodies cannot 

bind to TNF 
receptors 

'-----TNFa 

anti-TNFa mAb 

FIGURE 10.1.14 lnfliximab, adalimumab and 
golimumab bind to soluble TN Fa and prevent it 
from binding to TNF receptors. 

BIOFILE 

Immune system suppression 
Pimecrolimus is a drug that blocks 
T lymphocyte activation and prevents 
the release of pro-inflammatory 
cytokines by mast cells. Pimecrolimus 
is an immunotherapy used to treat 
inflammation of the skin (dermatitis) 
when topical corticosteroids cannot 
be used or fail to work. Some studies 
have shown a correlation between 
pimecrolimus use and the development 
of skin cancers and cancer of the 
lymphatic system (lymphoma), but 
causation has not yet been proven. 
Th.e benefits of medications must be 
weighed against their risks by informed 
consumers. 
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More than mAbs: Other treatments for 
cancer and autoimmune diseases 
In addition to mAbs, there is a range of other types of immunotherapeutic 
drugs that are used to treat cancer and autoimmune diseases, and many 
more are currently in development. Drugs that inhibit the Janus kinase (JAK) 
family of enzymes are one such example. 

Cytokines function by binding and activating cytokine receptors, and these 
receptors rely on JAK enzymes to phosphorylate their activated receptors, 
which in turn allows further cell signalling events to occur. JAK inhibitors are 
drugs that block the action of JAK enzymes, which prevents cell signalling 
events that would normally be triggered by the activation of cytokine 
receptors and result in cellular responses that promote inflammation. 

There are several different JAK inhibitors approved for use, such as 
baricitinib and tofacitinib for rheumatoid arthritis. Clinical trials for several 
new JAK inhibitors, including some that could be used to treat blood cancers, 
are currently taking place. 

Researchers are also currently working to develop an immunotherapy that 
would stimulate the immune system to destroy the specific immune cells 
that cause type 1 diabetes. Type 1 diabetes occurs when there is a failure 
of self-tolerance and immune cells attack the insulin-producing beta cells 
of the pancreas (Figure 10.1.15). Insulin regulates bl.ood glucose levels, so 
people with type 1 diabetes need daily insulin injections to maintain glucose 
balance. If successful, a novel treatment that selectively destroys the rogue 
immune cells that attack the beta cells in the pancreas of type 1 diabetics 
would protect these insulin-producing cells, and limit disease progression in 
people who are diagnosed in the early stages of the disease. 

Islets of Langerhans 

healthy pancreas 

0 

beta cell 

diabetes mellitus type 1 

0 

beta cell 
destroyed 

FIGURE 10.1.1s In type 1 diabetes, immune cells attack and destroy beta cells in 
the pancreas. 
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10.1 Review 

SUMMARY 

• Cancer occurs when a single rogue (or abnormal) 
cell multiplies uncontrollably and spreads 
throughout the body. 

• Cancer treatments over the last several decades 
have included chemotherapy, radiation therapy and 
surgery. These treatments come with significant side 
effects. 

• lmmunotherapy is any treatment that activates or 
suppresses the immune system of the patient to 
fight autoimmmune diseases and other diseases 
such as cancer. 

• lmmunotherapies that stimulate the immune system 
are used to treat cancer. 

• lmmunotherapies can be non-specific, such as 

the injection of cytokines, or specific, such as 
cancer vaccines, personalised immunotherapy and 
monoclonal antibody therapy. 

• Cancer vaccines are made using specific antigens 
from cancer cells or pathogens that cause cancer. 
Like other vaccines, they are administered to a 
patient to stimulate an immune response that 
results in the production of an immunological 
memory. 

• Cancer vaccines can be preventative, therapeutic or 
personalised. 

• Monoclonal antibody (mAb) therapy involves 
antibodies produced by a single clone of B 
lymphocytes that is replicated in culture. mAbs 
are all identical and specific to the same antigen. 
Targeting specific cel ls reduces harm to healthy 
cells, but identifying the specific antigen in order to 
create mAbs is a difficult task. 

KEY QUESTIONS 

Knowledge and understanding 
1 If a monoclonal antibody has a toxin or radioactive 

substance attached to it, what kind of monoclonal 
antibody is it? 
A bispecific 

B conjugated 

C chimeric 

D humanised 

2 Define cancer. 

OA 
✓✓ 

• The first monoclonal antibodies (mAbs) were mouse 
mAbs made entire ly by mouse B lymphocytes. To 
avoid an immune response against mAbs, chimeric, 
humanised and human monoclonal antibodies can 
now be produced using transgenic mice: 

- Chimeric mAbs are a mix of human and mouse 
components. 

- Humanised mAbs are also a mix but are mostly 
human. 

- Human mAbs are fully human. 

• mAbs can be used as carriers of treatments 
(drugs, toxins and radioactive particles) for delivery 
specifically to cancer cells. These types of mAbs are 
called conjugated mAbs. 

• Bispecific mAbs are made up of two different mAbs 
and have two different binding sites: one is usually 
for a cancer cell and the other for an immune cell, 
such as a T lymphocyte. This enables an 'identify' 
and 'deliver' approach. 

• Autoimmune diseases are caused by the body 
triggering an immune response against its own 
cells, leading to t issue and organ inflammation and 

damage. 

• lmmunotherapies that suppress the immune 
response are used to treat autoimmune diseases. 

• Tumour necrosis factor alpha (TNFcx) inhibitors, 

interleukin (IL) inhibitors and Band T lymphocyte 
inhibitors are examples of mAbs that are used to 
treat autoimmune diseases. 

3 Explain the difference between a preventative cancer 
vaccine and a therapeutic cancer vaccine, including 
reference to the type of antigen in each vaccine. 

4 What is the difference between chimeric, humanised 
and human monoclonal antibodies? 

5 Bispecific antibodies are produced artificially. How 
are these antibodies different from those produced 
naturally by the immune system? 

continued over page 
~------------- ---------------------- ---------------------- -------------------------------~ 
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10.1 Review continued 
Analysis 
6 The results of a preliminary trial comparing two methods of drug administration for cancer 

treatment are shown in the table below. The same drug was administered with (antibody, A) and 
without (conventional, C) an antibody attached to it. In both cases, there was one round of treatment, 
which consisted of administration of the drug once per week for four successive weeks. 

Patient 
number 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Antibody (A) or 
conventional 
(C) therapy 

A 

A 

A 

A 

A 

C 

C 

C 

C 

C 

Tumour size at 
commencement 
of treatment 

12.5 mm3 

23.9 m m3 

54.2 mm3 

46.8 mm3 

53.6 mm 3 

54.8 mm3 

84.1 m m3 

36.9 m m3 

56.1 mm3 

38.9 mm3 

Tumour size 
after one 
round of 
treatment 

9.6 mm3 

15.5 mm3 

26.8 mm3 

27.9 mm3 

56.4 mm3 

48.5 mm3 

66.9 mm3 

30.8 mm3 

49.1 mm3 

31.5 mm3 

Change in 
tumour size 

% change in 
tumour size 

a Complete the tab le by calcu lating the percentage change in the size of the tumour. 
Use the formula : 

change in tumour size 
x 100 = % change in size 

original tumour size 

b Why is it necessary to calcu late percentage change in tumour size before analysing the results of 
the trial? 

c Do the resu lts indicate that further trials of this approach should be undertaken? Explain your 
reasoning by referring to the data. 

d Suggest a possible explanation for the results observed in patient 5. 

7 Choose an autoimmune disease to research, and write about how the disease affects the body 
and how it is managed. Include any trad itional treatments, or monoclonal antibodies or other 
immunotherapies used or currently in development to treat it. 

I 

~----------------------------------------------------------------------------------------A 
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10.2 Emerging diseases and 
infection control strategies 
As the vvorld's population has grown and become more connected, nevv and rapidly 
spreading diseases have proved globally challenging. Urbanisation and globalisation 
have brot1ght people into closer contact with each other through the development 
of large cities and rapid transport between cities and countries (Figure 10.2.1). 

FIGURE 10.2.1 As transport and larger cities bring people in closer contact with each other, diseases 
can become more prevalent and spread more rapidly. 

The study and surveillance of newly emerging and re-emerging diseases aims 
to find ways to predict, prevent and respond to outbreaks of disease. Many of the 
diseases of local and global importance are infectious diseases and controlling these 
diseases requires a coordinated global effort. 

Although scientific knowledge has increased over the decades, allowing us to 
identify, diagnose and treat more diseases, other factors have led to new infectious 
diseases becomi11g a challenge for governments a11d medical persom1el around the 
v.rorld. In this section you vvill learn about the impact of the emergence of new 
pathogens and re-emergence of known pathogens, and the scientific and social 
strategies that are used to identify them and control their spread. 

THE EMERGENCE OF NEW PATHOGENS AND 
RE-EMERGENCE OF KNOWN PATHOGENS 
As you learnt in Chapter 8, infectious diseases can be caused by a range of cellular 
and non-cellular pathogens (agents that cause disease). Emerging infectious 
diseases may7 be defined as: 
• new or previously unrecognised pathogens and diseases 
• diseases that have increased in incidence, prevalence or geographic range 

over the past 20 years 
• diseases that may increase in the near future. 

Nevv diseases can emerge as pathogens adapt to a new host under different 
conditions. They may, also emerge due to genetic mutations that increase the 
pathogen's virulence or ability to infect a wider range of host organisms, inclt1ding 
humans (Table 10.2.1 on page 330). New pathogens can have serious consequences 
for a population or species. Without previous exposure to a pathogen's antigens, it 
is unlikely that any individt1als in the population will have developed antibodies and 
immunological memory, leaving the entire population susceptible to infection. 

When a disease passes from another animal to a human host it is known as 
a zoonotic disease. Jv1any emerging and re-emerging diseases are zoonotic. For 
example, the severe acute respiratory' syndrome corona,,irus 2 (SARS-Co V-2) virus 
that caused the COVID-19 pandemic is believed to have been first transmitted to 
humans by other anin1als at a ,vildlife ,vholesale market in Wuhan, China, in late 
2019. 

O Incidence is the rate of occurrence 
of new cases of a medical condition in 
a population in a specified period of 
time. 

O Prevalence is the proportion of cases 
of a medical condition in a population 
at any given time. 

O Virulence is the disease-producing 
power or severity of a pathogen. 

O Zoonotic diseases are infectious 
diseases that are transmitted from 
different species of animals to 
humans. 
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O An epidemic is the sudden increase 
in the number of cases of a disease 
above what is normally expected in 
that population in that area. 

0 A pandemic is an epidemic that 
has spread over several countries or 
continents, usually affecting a large 
number of people. 

TABLE 10.2.1 Examples of emerging diseases of human populations 

' 

' 

Prevalence of disease 

new or previously unrecognised 

increased in incidence, virulence or 
range over past 20 years 

may increase in the near future 

Example 

• HIV: other primate -+ human 
• SARS-CoV: bat-+ civet cats -+ human 
• SARS-CoV-2: bat -+ currently unknown, possibly 

pangolins or snakes - human 
• MERS: camel -+ human 
• Hendra virus: bat-> horse -+ human 
• Zika virus: mosquito -+ human 
• vCJD prion BSE: cattle -+ human 

• Ebola: bat-+ human 
• dengue virus 
• West Nile virus 
• cholera 
• MRSA 
• Clostridium difficile 

• influenza 
• antibiotic-resistant bacteria 
• cholera 
• dengue virus 
• prion diseases 
• non-infectious diseases: d iabetes, obesity, 

Alzheimer's 

An epidemic is the rapid spread of a disease to a large number of people. 
More specifically, an epidemic is a sudden increase in the occurrence of a particular 
disease among the population of a given area (Figure 10.2.2). When the spread of 
the disease reaches global proportions, it is known as a pandemic. 

There are 1nan1r factors that influence the emergence and spread of diseases. 
Some of these factors are: 
• human migration and demograpl1ics (size, structure and distribution of 

populations) 
• human behaviour 
• changes in farming practices and food production 
• uncontrolled or inappropriate use of antimicrobials 
• lack of sanitation and poor hygiene. 

Human migration 
Over the centuries> tl1ere has always been movement of human populations either 
due to war or for socio-economic reasons. In any migration, there is the potential 
to introduce patl1ogens to a ne,v area. Infectious diseases can have devastating 
consequences for populations that have 11ever encountered them because the entire 
population has little or no immunit)r. While the disease can be serious or potentially 
lethal for those vvho have never been exposed to it, the individuals carrying the 
disease into the new area may have mild symptoms or no symptoms at all due to 
their previous exposure to the pathogen and immunological memory. 

Today, with people travelling in large numbers across long distances in short 
periods of time, emergent diseases have the potential to spread rapidl11 at a global 
scale. This was demonstrated by tl1e 2009 swine flu outbreak, caused by the I-IlN l 
virus> vvhich l<ill.ed more than 18 000 people. This virus vvas a derivative of two 
strains of influenza virus. Although believed to have originated in a local geographic 
area in Mexico, tl1e virus rapidly spread through the United States (US), vvith cases 
identified in most countries within months. The first case in Australia vvas a woman 
Vl'ho arrived in Brisbane after a flight from Los Angeles. 
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Refugees and displaced 
persons 
Conflict, natural disasters and political 
shifts can cause a large, and often 
quick, migration of people to new 
regions. Refugees and displaced 
persons often reside in high-density, 
temporary accommodation that may 
lack appropriate sanitation, medical 
care and infrastructure. It is in these 
environments that disease can quickly 
spread. In 1994 almost 1 million 
people fled from Rwanda to Zaire 
where they sheltered in refugee camps. 
Epidemics of cholera and dysentery 
soon broke out, killing 50 000 people. 
The recent displacement of Syrian 
refugees (see figure below) has also 
seen an increase in disease, particularly 
leishmaniasis, a disease historically 
known as 'Aleppo boi l'. Leishmaniasis 
is a parasitic infection spread by 
sandfl ies. It causes skin ulcerations that 
can fatally spread to internal organs. 

Leishmaniasis has become prevalent 
arnong displaced Syrian refugees, rnany of 
whom reside in refugee camps such as the 
Atma refugee camp on the Turkish- Syrian 
border. 

FIGURE 10.2.2 The spread of influenza in the United States over the winter 2017-2018 
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Bubonic plague 
The bubonic plague historicall)1 caused devastation to human populations and 
remains a re-emerging disease in several parts of the world. Sometimes simply 
called 'the plague', it is caused by the bacterium Yersinz'a pestis. This bacterium 
infects rodents and is transmitted from rodent to rodent by fleas. It is transmitted to 
humans when a flea carrying the bacterium bites a susceptible person. Once bacteria 
reach the lungs, they become airborne and highly contagious (Figure 10.2.3). 
Symptoms appear 7-10 days after infection. 

b 

FIGURE 10.2.3 (a) A mask used by sixteenth-century Venetian doctors to protect themselves against 
the highly contagious bubonic plague. The beak was filled with herbs to prevent the 'bad' air from 
being inhaled. (b) An illustration demonstrating the full outfit worn by doctors attending to patients 
suffering from the bubonic plague. The mask and outfit acted as protective wear so the doctor did 
not become infected. 

The first pandemic plague recorded occurred in the sixth century and is 
believed to have been brought to Europe from Africa by the fleas on rats in trade 
ships. There have been several epidemics and pandemics of the plague throughout 
the centuries, which have claimed the lives of millions of people. 

The incidence of plague has dramatically declined, largely due to improved living 
standards. l-Iovvever, it continues to appear in several countries, mainly in Africa 
(Figure 10.2.4). The bacterium resides in wild rodent populations and can transmit 
the pathogen to rodents living in human communities. Australia is fortunate to be 
the only continent that does not l1ave infected rodent populations. Prevention and 
control measures are put in place where affected rodent populations are identified, 
and early detection and treatment of people exposed to the bacterium enables 
rapid recovery. Australia's strong quarantine regulations l1elp to keep Yersinz'a pestis 
infections out of the country. 
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FIGURE 10.2.4 World Health Organization data on plague cases for the years 2000- 2009 

Influenza 

From 1918 to 1920, approximately 50 million people vvere killed worldwide during 
an influenza (flu) pandemic. 1.~he influenza virus vvas highly contagious and deadly, 
even to healthy young adults. The disease was spread by air as the pathogen was 
breathed or coughed out of an infected person's lungs. World War I ,;1.ras occurring 
during the same period and infected soldiers spread the disease throughout 
Europe, the USSR and the US in three deadly waves. It was dubbed the 'Spanish 
flu', although it did not originate in Spain. Tl1e origins of the flu are still debated. 

Influenza viruses circulate in populations of migratory birds, domestic poultry, 
pigs and humans. In humans, a nevv variant emerges almost every year and infects 
large numbers of people; this is called seasonal flu. New strains evolve from genetic 
mixing or reassortment of genes. This occ11rs when two or more different ,,iruses 
infect the same human or other l1ost animal. New strains resulting from genetic 
reassortment have new combinations of the surface antigens, haemagglutinin (H) 
and neuraminidase (N), and may be more virulent. New strains arising in birds or 
pigs that gain tl1e ability to infect human cells are a high risl, for pandemic flu. 

Seasonal flu is often the H3N2 type of virus. The 2009 pandemic, an I-IlNl 
t}7pe, was also called swine flu because it originated in pigs. 

Strategies for preventing the emergence of new pandemic flu strains include 
regular gene sequencing of human, bird and pig viruses to identify problem 
variants, the culling of animals that are infected with dangerous new strains and 
limiting close interaction between humans and animals. Strategies to contain the 
virus include good l1ygiene, wearing face masks to prevent the spread of airborne 
viral particles (Figure 10.2.5), vaccination and antiviral medication. Vaccination 
before eacl1 flu season limits the n11mber of infected people. When fewer people and 
other animals are infected with influenza virus, there is a reduced chance of genetic 
reassortment giving rise to dangerous new strains. 

The Victoria11 Infectious Disease Reference Laboratory in Melbourne is part 
of the World Health Organization Global Influenza Surveillance and Response 
System. It analyses influenza viruses circulating in the human population to help 
determine 1vvhich viral strains sl1ould be included in the flu vaccine each year. 

FIGURE 10.2.s Influenza virus infects lung 
tissue. It is spread in water droplets released 
through coughing and sneezing. 
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CASE STUDY ANALYSIS 

Reconstructing the 'Spanish flu' virus: 
The implications 

The severity of the 1918 influenza pandemic 
has been attributed to several inter-related 
factors between the virus, host and society. To 
better understand the 'Spanish flu' virus and 
why it was so deadly, a decision to reconstruct 
the virus was made. The body of a person killed 
by the virus was exhumed from permafrost in 
Alaska and the viral RNA was extracted. Genome 
sequencing of the virus was completed in 2005 
and it was identified as HlNl influenza A, 
originating in birds. The reconstructed virus was 
cu ltured in cells and used to infect mice and 
monkeys (Figure 10.2.6). The virus was highly 
viru lent, killing the experimental animals more 
quickly than any other influenza virus tested. 

f lu victim preserved in 
Alaskan permafrost 

extracted viral RNA 
from lung tissue 

AAUUCCGG 
TTAAGGCC 
converted RNA to 
DNA for sequencing 

In a normal response to the flu, the 
immune system wanes over a period of 
time. However, when monkeys were infected 
with the reactivated virus that caused the 
1918 pandemic, their immune systems went 
into overdrive and did not switch off. Large 
quantities of cytokines were produced, resu lting 
in uncontrolled inflammation. Similar responses 
were observed in the H5Nl avian f lu, an 
epidemic that appeared in Asia in 1997, and 
COVID-19, the pandemic that began in China in 
2019. Researchers are using this information to 
investigate possible treatments. 

viral particles 
constructed in 
cultured human cells 

studied virulence 
. . 
1n mice 

r1GURE 10.2.6 The 'Spanish flu' virus was reconstructed in a laboratory and tested in animal models. 

Analysis 
1 The 'Spanish flu' surprisingly affected young healthy people more than older adu lts. 

Use your understanding of imm unological memory to suggest why this was so. 

2 Discuss the benefits of researchers understanding the virulence and spread of the 
virus for future potential deadly outbreaks. 

3 Do you believe that a 'better understand ing of the virus' is a crucia l reason for 
reconstructing such a virulent virus? What ethical issues need to be considered? Do 
the risks outweigh the benefits? 
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Introduced diseases among Indigenous Australians 
In 1 788 vvhen Europeans arrived on the continent now known as Australia, they 
brought vvith them infectious diseases. The original inhabitants of Australia had 
never been exposed to the pathogens that caused these diseases, so their immune 
systems were vulnerable. 

More than 500 different groups of Indigenous peoples, vvith an estimated 
population of 750 000, inhabited, cultivated and actively managed the resources 
of the continent for over 60 000 years. In the 10 years that followed the arrival 
of Europeans, the impact of introduced diseases, along vvith the dispossession 
of Indigenous peoples' lands and resulting conflict over land and resources, had 
reduced the Indigenous population by as much as 90%. 

Major epidemic diseases in the early stages of European habitation of Australia 
~rere influenza, tuberculosis, measles and smallpox, as well as sexually trans1nitted 
infections such as syphilis that reached epidemic proportions due to tl1e sexual abuse 
and exploitation of Indigenous women and children. As a consequence of both 
disease and abuse, Indigenous peoples experienced significantly higher 1norbidity 
and mortality tha11 the Europeans. Governor Phillip reported that sn1allpox alone 
~ras responsible for halving the Aboriginal population in the Sydney region vvithin 
14 months of the First Fleet's arrival. 

The impact of these diseases on the Europeans was less severe, as they had 
been previot1sly exposed to tl1e pathogens and so had immunological memory that 
allo,;1.red them to mount a rapid immune response. Tl1e Europeans also had access to 
medical care and treatments that ,1vere not made available to the Indigenous people. 
In addition, tl1e spread of disease to Europeans ~ras unintentionally limited by the 
various government policies of 'protection' that began in 1837, wl1ere Indigenous 
people ,vere segregated in reserves. 

Human behaviour 
Human behaviour also has an impact on the emergence and re-emergence of 
diseases, increasing tl1e spread of infectious disease, and may include: 
• hygiene practice 

• sanitation 
• dietary l1abits 

• human-to-human contact 
• sexual activity 
• medical procedures 
• exposure to environmental agents of disease. 

HIV 
Human immunodeficiency virus (HIV) (Figure 10.2.7) is the virus tl1at, if left 
untreated, causes acquired immunodeficiency syndrome (AIDS). HIV ,vas first 
recognised as a new patl1ogen in 1981, and appears to have a zoonotic origin, as 
a geneticallJr similar virus is found i11 some Africa11 monkeys. Researchers suggest 
that there were two independent transmissions from monkeys to humans. These 
transmissions might have occurred betvveen pet monl,eys and their owners or 
f ollo,ving the slaugl1ter of a mo11key by a person, perhaps for bush meat. 

HIV is spread tl1rough contact ,vith contaminated bodily fluids including sen1en 
and blood, but it is not spread througl1 saliva. You cannot get HIV from kissing 
someone vvho is HIV-positive or sharing cutlery with them. Transmission can occur 
through unprotected sexual contact, or from the use of hypodermic needles, blood 
transfusions or organ transplants contaminated with HIV. 

Some people present vvith flu-like symptoms within two weeks of acqt1iring 
HIV; in others, the virus incubation period lasts many years and theJ7 sho,,, no 
symptoms. The only ,vay that someone can know if they have HIV is by getting 
tested. Frequent sexual health testing is an important responsibility for anyone ,vho 
is sexually active and is no cause for shame. 

FIGURE 10.2.1 HIV infecting a cell. Transmission 
electron micrograph (TEM) of a section showing 
human immunodeficiency virus (HIV) particles 
(virions, round) on the surface of a cultured cell 
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FIGURE 10.2.s A slice of brain tissue showing 
the spongy appearance of spongiform 
encephalopathy disease such as CJD or Kuru. 
The white holes are gaps where neurons have 
died. 

While there is not yet an effective vaccine for HIV, thanks to significant investment 
in research and development, there is a suite of antiretroviral drugs that keep HIV 
under control and allo,;v people living ,vith HIV to live normal lifespans. In addition 
to condoms, a range of biomedical prevention strategies that greatl)' reduce the risk 
of HIV transmission has been developed, and ultimatel)' these prevent many new 
cases of l-IIV. 

Much progress has been made since the initial epidemic in the 1980s. It is 
now possible to imagine the end of new HIV transmissions in Australia. However, 
much remains to be done to ensure people everywl1ere can access the full suite 
of HIV treatment and prevention options needed to achieve the ambitious aim of 
ending new HIV transmissions. In particular, social, political and economic factors 
continue to co11tribute to unequal access to these treatment and prevention options 
both in Australia and globally. 

Kuru 

Kuru is a neurodegenerative disease caused by prion proteins that cause normal 
proteins to change shape and form abnormal protein clt.1sters in the brain, impeding 
normal function and resulting in the death of neurons (Figure 10.2.8). These 
changes are si1nilar to those of bovine spongif orm encephalopathy (BSE) affecting 
cows, scrapie affecting sheep and Creutzfeldt-Jakob disease (CJD), another human 
prion disease. Death occurs approximately one year after the onset of symptoms, 
which include behavioural changes, coordination problems, tremors and pain. 

An epidemic of Kuru began in the 1920s, emerging in the Fore people of 
Papua New Guinea. The Fore people, vvho had a complex belief system, believed 
that eating their deceased relatives was a sign of respect as part of the mourning 
ritual. During funeral rites, the women and the children would eat the brain of the 
deceased. The infectious prion protein in the brain was then transmitted to a nevv 
host. During the 1950s the ritual was banned, leading to a decline in the disease. 
However, the incubation period can be as long as 50 years and cases continue to 
be reported. 

Changes in farming practices and food production 
Farming practices and food production have changed over the centuries to adapt to 
globalisation and an increasing human population. A greater demand for meat has 
created pressures on the farming industry. Throughout the world, dense farming 
practices have developed and this has occurred in close proximity to human 
populations. This has allowed pathogens in farm animals to transfer to humans more 
easil)1. These new zoonotic diseases can have devastating effects because the human 
population has never been exposed to the pathogen and has no immunological 
memory. With so many vulnerable hosts within a population, the pathogen can 
spread quickly, resulting in severe illness and death. 
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Mad cow disease 
Bovine spongiform encephalopathy (BSE) or mad cow disease is caused by 
an infectious prion protein and is a fatal neurological disease in cows. The first 
documented case of BSE in the UIZ was recorded in 1986 and the incidence grevv 
rapidly. At the height of the epidemic in 1993, up to 1000 new cases were reported 
,veekly. Over 180 000 cattle ,,vere affected. BSE is caused by abnormal prion 
proteins that misf old; these prions then cause normal prion proteins to misf old and 
aggregate. This damages the brain tissue. 

In the 1990s, a new human disease appeared, variant Creutzfeldt-Jakob disease 
(vCJD) . It ,vas acquired by eating products from ESE-infected cattle. Transmission 
occurred because the abnormal prion proteins are not denatured or destroyed when 
cooked, as occurs with most proteins. 

A farming practice that contributed to the rapid and extensive spread of BSE in 
the UK was feeding meat and bone meal to farm animals. Meat and bone meal is the 
ground up remains of farm animals, and was used to increase the protein content 
of animal feed. It is possible that BSE started vvhen this meal contained tissue from 
sheep witl1 scrapie (a prio11 disease). T he knowledge gained from the spread of tl1e 
Kuru epidemic, which was caused by humans eating infected material, led to the 
immediate actions of culling potentially infected animals to control the spread. The 
practice off eeding mammalian protein to cattle was banned and stringe11t slaughter 
practices, testing (Figure 10.2.9) and surveillan ce vvas introduced. Australia's 
thorough screening and tight importation regulations on animal products has l,ept 
tl1e cou11try free of BSE. 

Uncontrolled use of antimicrobials 
The overuse and mismanagement of antimicrobial drugs against pathogens such 
as bacteria, viruses and parasites has led to a global issue that has the potential to 
cause a major crisis. Although antimicrobial resistance is a natural pl1enomenon, 
it has been made worse by the excessive use of antimicrobial drugs, particularly 
in medicine and agriculture. 1~his has resulted in the emergence of some drug
resistance in pathogens. Resistance in pathogens can develop in several ways and 
t,vo examples are given. 

Antibiotic-resistant pathogens ('super bugs') 
Antibiotics act against bacteria and are not effective against viruses. Antibiotics 
target specific biological pathways that disrupt cellular function and kill or slow the 
growth of the bacteria. 

There is a chance that a population of bacteria will become resistant to a 
particular antibiotic when treated with it. This can occur because some bacteria in 
a population already carry resistance genes; they are not killed by the antibiotic and 
pass on the resistance genes. Alternatively, new spontaneous mutations n1ay occur 
in the bacterial DNA, maki11g tl1e bacteria resistant to the antibiotic. T hese bacteria 
are then able to multiply rapidly without competition from antibiotic-sensitive 
strains and produce cloned offspring that carry the resistance gene. 

Bacterial cells also exchange plasmid D NA between each other in a process 
known as horizontal gene transfer. Plasmids carrying a drug resistance gene can 
also be acquired in this way. 

Transmission of resistant bacteria can be indirect, through food and vvater, 
or through direct contact with an infected organism. Methicillin-resistant 
Staphylococcus aureus (MRSA) and vancomycin-resistant Enterococcus (VRE) are 
examples of bacteria that are n0Vi1 resistant to top-line antibiotics, n1aking them 
almost impossible to treat. T hey are frequently acquired in hospitals. You will learn 
more about bacterial resistance to antibiotics in Chapter 11 . 

FIGURE 10.2.9 A vet slicing a cow brain to look 
for signs of BSE and other diseases. Tissue 
showing signs of damage must not enter the 
food chain. 
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Malaria 
Despite repeated and ongoing attempts to eliminate the malaria parasite and 
its vector, tl1e mosquito, malaria continues to re-emerge and is likely to spread 
as climate change continues to warm the planet. Approximately half the world's 
population is at risk of malaria, and there were 214 million cases in 2015. 

The parasite Plasmodiun1, falciparurri has developed an intricate relationship vvith 
t\vo l1osts, the Anopheles mosquito and primates, including l1umans. The parasite 
is carried by the female 1nosquito and. transmitted to humans when an infected 
mosquito bites them. The disease may also be passed betvveen humans during 
blood transfusions. In humans, the parasite replicates inside red blood cells, causing 
them to burst. Symptoms include fever, vomiting and headaches. 

The antimalarial drug chloroquine, discovered in 1934 and used in the 1 940s, 
vvas a safe and highly effective drug. I-Io,vever, in the late 19 50s chloroquine-resistant 
parasites emerged in Asia. A mine along the border of Thailand and Cambodia 
attracted many vvorkers from neighbouring regions. Environmental changes that 
occurred from the construction of the mine favoured the breeding of mosquitoes, 
and workers ,vere given i11adequate doses of cl11oroquine. A mutatio11 in tl1e DNA 
of the parasite allowed the parasite to survive in the presence of chloroquine and 
spread to infect the many workers in tl1e region, and fuen further afield as the 
,vorkers migrated (Figure 10.2.10). 
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FIGURE 10.2.10 History of chloroquine-resistant Plasmodium falciparum 
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Artemisinin, a compound from the sweet wormwood plant (Artemisia annua), 
\vas identified by the Chinese scientist Tu Youyou in the 1970s. The discovery of 
this potent antimalarial compound earned her a Nobel Prize for Medicine in 2015. 
Sweet wormwood has been used i11 Chinese traditional medici11e for ma11y years. It 
is now a key component of combination therapy for malaria and is effective against 
drug-resistant malaria. 

Lack of sanitation and poor hygiene 
Outbreaks of various diseases are common in developing countries, and in isolated 
communities in developed countries. These places often lack the infrastructure for 
reliable sanitation, such as clean running vvater, effective sewerage systems and 
adequate l1ealth services. 

Cholera 
Tl1e cholera epidemic that occurred in Haiti in the vvake of the devastating 2010 
earthquake is the \VOrst cholera epidemic in recent history, vvith more than 700 000 
cases and almost 9000 deaths. Prior to this, Haiti had not experienced a cholera 
epidemic i11 more than a ce11tury. The epidemic was caused by a toxige11ic strail1 of 
Vibrio cholerae (Figure 10.2.11). Cholera affects the gastrointestinal tract, causing 
\Vatery diarrhoea, vomiting and dehydration, and can be fatal. 

The origin of the Haitian epidemic was traced to a camp of Nepalese army 
personnel who came to the country to aid the relief effort. Epidemiology and 
scientific metl1ods \;!.rere used to trace the source and identify the pathogen. DNA 
sequencing matched the epidemic strain to a V cholerae strain previously identified 
in Bangladesh, rather than strains that already existed at low levels in Latin America. 
Tl1e V cholerae bacterium was most likely introduced b)' tl1e Nepalese soldiers, who 
had recently been in a regio11 experiencing a cholera outbreak. Contaminated sewage 
from the camp was released into the local ri\rer. The communities downstream used 
tl1is \Vat er for was lung a11d cooking, because the water supply network had been 
damaged and vvas still being repaired. 

Despite improved sanitation and repairs to water infrastructure, new infections 
continue to occur. Reasons \vhy cholera continued to be a problem in Haiti some 
time after the initial cause of the epidemic include: 
• limited sanitation infrastructure 
• limited access to adequate medical ser\rices 
• gaps in the water quality systems and limited chlorination 

• limits to the alert and coordination systems 
• displacement of peoples. 

A different strain of V cholerae, wl1ich e1nerged in 1992-93, \Vas responsible for 
a cholera epidemic in a large area along the Bay of Bengal. Scientific studies of this 
V cholerae strain are providing clues about hovv bacteria evolve into new variants 
~rith the potential to cause epidemics. 

FIGURE 10.2.11 Coloured SEM of Vibrio 
cho/erae 
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FIGURE 10.2.12 (a) Coloured TEM of the Ebola 
virus. (b) Personal protective equipment that 
healthcare workers were issued during the 
2014 Ebola outbreak in Sierra Leone 
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Multiple factors 
Multiple factors frequently contribute to an epidemic or pandemic. Existing 
pathogens may emerge in new locations and among populations that lack: the ability 
to recognise and deal witl1 tl1em earl)7 enough to prevent their spread. 

Ebola 
In 2014, an epidemic of the Ebola virus (Figure 10. 2 .12) occurred in Western 
Africa, affecting over 11 000 people in multiple countries. Although this was the 
largest and longest outbreak, Ebola was first identified in 197 6 and had affected 
small numbers of people previously at least 26 times, mai11ly in equatorial African 

. 
countries. 

Ebola is an often-fatal virus in .humans. The ,rirus is carried by fruit bats, which 
do not sho,:v symptoms of the disease. Ebola entered the human population when 
people ate bat meat. Ebola is spread through bodily fluids and has a relatively short 
incubation period-as little as two days. 

The 2014 epidemic was an example of an old virus in a new context. Equatorial 
African countries with a history of local Ebola outbreaks had the experience to 
recognise it early, the laboratory facilities to identify it and the means to contain an 
outbreak. West African countries, ho,vever, had none of fuis experience. 

Several other factors contributed to Ebola's spread: years of poverty and ci,ril 
unrest, poor transport and road systems, a highly mobile population, and cultural 
practices, especially burial practices. In addition, the affected countries had a limited 
number of healthcare workers and health facilities, and they lack.ed the knowledge 
to deal witl1 Ebola. Hospitals lacked the equipment a11d facilities to handle the 
numbers of infected people. A delay in the foreign aid response, mistrust by locals 
towards health worl,ers and a reluctance to change practices all allowed Ebola to 
spread rapidly. 

Today the virus is identified by an immunoassay that detects either the viral 
antigen or antibodies present in the blood of people who have been exposed to tl1e 
virus ( called an enzyme-linked immunosorbent assay or ELISA). Tl1e virus is also 
detected by viral RNA genome sequencing. 

EMERGING DISEASES IN AGRICULTURE AND WILDLIFE 
Wildlife and agricultural species are at risk of new diseases emerging from 
pathogens already in the e11vironment and from introduced species. Australian 
biosecurity agencies and research organisations conduct intensive surveillance 
to identify potential pathogens, prevent their entr)7 into the country and prevent 
tl1em spreading througl1out vulnerable l1abits and farmlands. Some examples of 
emerging diseases of importance to agriculture and wildlife biodiversity are listed 
in Table 10.2.2. 

TABLE 10.2.2 Examples of emerging diseases affecting Australian wildlife and agricultu ral plants 
and animals 

Prevalence of disease 

new or previously unrecognised 

increased in incidence, 
virulence or range over the last 
20 years 

Example 

• Hendra virus in horses 
• bat lyssavirus 
• devil facial tumour disease 
• mad cow disease (BSE) 
• bee Varoa mite 
• amphibian chytrid fungus 
• sugar cane orange rust 
• Coral Sea fan fungus 

• foot-and-mouth disease virus in cattle 
• blue tongue virus in sheep 
• wheat stem rust fungus 
• jarrah dieback (Phytophthora cinnamomi) 
• loggerhead turtle fungus 
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Exotic species originate in another country. Native species have not coevolved 
\vith them and so often do not have any defence against the pathogens of exotic 
species. Infectious fungal diseases, for example, are emerging globally as major 
tlueats to vvhole ecosystems and to particular plants and anin1als. Species extinctio11s 
are occurring because organisms have not evolved any natural defences against the 
new diseases (Figt.1re 10.2.13). Human activi~,, such as travel vvithin and between 
countries, busl1walking and mountain biking through affected areas, and the import 
and export of agricultural products, increases the speed at which these pathogens 
move around the globe. 
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FIGURE 10.2.13 (a) Data showing the global rise in emerging fungal infections of animals and plants. (b) Location of the reported diseases 

A significant fungal disease of plants in many parts of the world, and now 
Australia (i11cludi11gVictoria), is dieback, caused bJ' Phytophthora, a genus of water 
moulds. Although the pathogen has been in Australia since the 1930s, it has recently 
spread to regions that were previously unaffected and poses a significant threat to 
Australian biodiversity. Phytophthora cinna1nomi penetrates the roots and stem to 
get nutrients, clogging the vascular tissue and starving the plant (Figure 10.2.14a). 
Other Phytophthora species affect commercially important fruit crops (Figure 
10. 2. l 4b). Strategies to control die back range fro1n simple steps for everyone 
visiting an affected area, such as vvashing shoes and boots after bushwallzing 
(Figure 10.2.14c), to aerial spraying of large affected areas ,vith potassium 
phosphonate. 

b 

FIGURE 10.2.14 The exotic water mould Phytophthora affects many plant species in Australia. (a) Phytophthora cinnamomi causes root rot or dieback 
disease in jarrah forests in Western Australia. (b) Phytophthora palmivora causes fruit rot in papaya. (c) A forest worker washes his boots to avoid carrying 
Phytophthora outside an affected area. 
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PREDICTION AND SURVEILLANCE OF EMERGING 
DISEASES 
Sur,,eillance of infectious diseases involves detecting pathogens and notifying public 
health organisations at local, regional a.nd global scales. Public health surveillance 
can vary betvveen cultures, with less developed co11ntries often not having public 
healtl1 bodies to monitor and control disease, or not having tl1e resources for 
effective management. Further, identifying and treating diseases can vary from 
culture to culture. 

Statistical analysis and mathematical modelling are also used to predict the 
risk and spread of an infectious disease at an early stage of an epidemic. Global 
l1ealth 1naps present geograpluc location data on infectious diseases. National and 
international bodies use monitoring and surveillance to collect tlus data. Medical 
health personnel, public health regulators and private citizens can then use this 
data, vvruch is presented in health maps. Global l1ealtl1 maps ca11 show: 
• incidence and prevalence of disease according to geograpruc location 

(Figure 10.2.15) 
• changing patterns of disease 
• mortality rates according to geograpruc location 
• designations of medical aid. 

Public health and government organisations, such as the World Health 
Organization, l1ave ,vebsites with i11teracti,re global healtl1 n1aps. These are updated 
with the latest data on current epidemics and pandemics. 

Countries, areas or territories with COVID-19 cases reported in the last 7 days 
(From 15 June 2020, 10:00AM to 21 June 2020, 10:00AM (CEST)) 
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FIGURE 10.2.15 World Health Organization map showing the number of COVI D· 19 cases reported 
over 7 days in June 2020 
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Identification of pathogens 
1o control a fast-spreading infectious disease, the cause of the disease must be 
identified and a test tl1at detects the pathogen developed. Testing for the presence 
of the pathogen is more effective than relying on diag11osing the symptoms of the 
disease, as many diseases have similar symptoms and some have long incubation 
periods in which people are infectious ,vithout displaying symptoms. 

To determine if a person is infected with a particular pathogen, a sample of 
tissue or blood is taken from the host and tested for the presence of pathogenic 
proteins or genetic material (DNA or RNA). A commonly used technique is the 
polymerase chain reaction (PCR), vvhich is used to amplify the genetic material of 
the pathogen. The amplified genetic material is then seqt1enced to determine if the 
pathogen is present in the host's san1ple. 

Another approach to detecting pathogens is to look for the presence of antibodies 
against the pathogen. A test called an enzyme-linked immunosorbent assay 
(ELISA) can be performed to identify antibodies in blood samples. If a host has 
been infected by a particular pathogen and had an immune response, antibodies 
tl1at bind to the pathogen's antigens will be present in the host's blood. 

The development of rapid molecular techniques, databases of protein and gene 
sequences and bioinformatics has made identification of patl1ogens much faster, 
enabling a more rapid response and a greater chance of control and containment 
of disease outbreaks. 

Biosecurity and border control 
Australia is fortunate to be free of 1nany of the diseases that have damaged 
agricultural industries in other countries around tl1e globe. As a geographically 
isolated continent with a natural border of water, many pathogens have been 
prevented from reaching Australia's shores. I-Iowever, as travel, trade and global 
connection increases, so do the chances of introducing 11e,;v diseases. 

Because Australia has been isolated for millions of years, its flora and fauna are 
highly susceptible to new disease-causing agents. Australia has a strong emphasis 
on biosecurity to prevent, respond to and recover rapidly from pests and diseases, 
and to help protect agriculture, biodiversity and ht1man health. Australia's Federal 
Government spends hundreds of millions of dollars on biosecurity each year. 
Australia has strict regulations to prevent the introduction of new diseases. If you 
have ever travelled overseas, you will l1ave noticed the screening and inspection of 
people, luggage and cargo coming into the country. X-ray machines and detectio11 
dogs are used for inspection and se,,ere consequences apply to those ,;vho do not 
declare items that could import disease. Australia also implements strict quarantine 
conditions for animals arri,ring in the country. 

It is also important for Australia to have interstate biosecurity measures in 
place, as it is such a large country v.rith diverse environments. Son1e devastating 
agricultural diseases have entered Australia but have been contained to a particular 
region. Restrictions apply in each state and territory on tl1e movement of fruit, 
vegetables, plants, soils, flo,vers, pla11t products, agricultural macllinery, animals or 
animal products, and recreational equipment. 
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O The chain of infection of a pathogen 
is: reservoir -+ portal of exit -+ mode 
of transmission -+ portal of entry -+ 

susceptible host. 

CHAIN OF INFECTION 
Infectious disease results from the interaction betvveen a pathogen, a host and tl1e 
environment. Transmissio11 of a pathogen occurs vvhen it leaves its reservoir, or 
host, througl1 a portal of exit, and by some mode of transmission enters a portal 
of e11try and infects a susceptible host. This sequence is ref erred to as the chain 
of infection. Understanding the chain of infection is crucial to containing and 
controlling the spread of infectious disease. 

Reservoir 
The reservoir of a pathogen is the habitat in whicl1 it normally reproduces or 
replicates. Many infectious diseases have human reservoirs, but as you have learnt, 
pathogens also have reservoirs in other animals. For example, the natural reservoir 
for Hendra virus is bats. Environmental reservoirs include plants, soil and water. 
For example, the bacteria that causes Legionnaires disease is often traced to vvater 
in cooling tovvers and evaporative condensers. 

Portal of exit 
The portal of exit is the path by which a pathogen leaves a host, and it often 
corresponds to vvhere the pathogen is localised. For example, respiratory infections 
leave by the respiratory tract, gastrointestinal infections leave by faeces, blood
borne infections can leave by cuts or blood-sucking vectors. 

Mode of transmission 
1.~he mode of transmission is the ~,ay in which a pathogen can be transmitted 
from its natural reservoir to a susceptible host. Modes of transmission can be direct 
or indirect. 

Direct transmission includes direct contact and droplet spread: 
• Direct contact includes l<issing, sl<in-to-sl<in contact, sexual activity and contact 

with soil or vegetation. 
• Droplet spread occurs through sneezing, coughing and even talking. It results 

from contact with aerosolised droplets and it is classified as direct because it 
occurs at short range before droplets fall to the ground. 
Indirect transmission can be airborne, vehicle-borne or vector-borne: 

• Airborne transmission of pathogens occurs vvhen dust or droplet nuclei are 
suspended in the air. It includes transmission via material that has settled on 
surfaces a11d become resuspended in the air. Droplet nuclei are different from 
droplets; they are very small, dried residue that can be suspended in the air for 
long periods. The virus tl1at causes measles is spread by droplet nuclei. 

• Vehicles are inanimate objects such as food, vvater, door handles and other 
inanimate objects that you might ingest or touch before touching your face or 
mouth. 

• Vectors include mosq11itoes, ticks, fleas and other organisms that can carry a 
pathogen (mechanical transmission), and which may also support its growth 
(biological transmission). 

Portal of entry 
A portal of entry is the manner in vvhich a pathogen enters a host. Portals of entry 
include the respiratory tract, the gastroi11testinal tract (faecal-oral route), the skin, 
and mucous membranes. Some pathogens can have the same portal of entry and 
exit. For example, influe11za enters and leaves hosts tl1rough tl1e respiratory tract. 
Others can have different portals of entry and exit. For example, hookworm larvae 
enter through the sl<in, mature in the gastrointestinal tract and release their eggs in 
faeces. 

Susceptible host 
A susceptible host is the last link in the chain of infection. Susceptibility is 
determined by a range of factors including genetics, and whether or not an individual 
l1as i1nmunity to a pathogen, or is malnourisl1ed or immunocompromised. 

344 AREA OF STUDY 1 I HOW DO ORGANISMS RESPOND TO PATHOGENS? 



CONTAINMENT AND CONTROL OF INFECTIOUS DISEASE 
Organisations that monitor global disease, such as the US Centers for Disease 
Control and Preventio11 (CDC) and the World Health Organizatio11 (WH O), 
generate priority lists of emerging diseases to direct global surveillance and data 
collection. They vvork on early detection, contai11me11t (preventing the spread of 
pathogens to other areas) and early treatment. Local and federal governments also 
play a critical role in preve11ting the spread of infectious disease and protecting their 
population's health. A range of strategies is used to prevent and contain the spread 
of pathogens and i11fectious diseases. 
• Prevention: Preventative measures include public education campaigns that 

encourage regular and thoroughhandwashing,vith soap, the use of hand sanitiser 
or other antiseptics when soap is not a,,ailable, and coughing or sneezing into 
your elbo,v instead of hands if no tissues are available. Enhanced cleaning and/ 
or disinfection of surfaces in public transport and other public spaces may be 
implemented. As cases increase, social (i.e. physical) distancing may become 
necessary, along with appropriate use of personal protective equipment, such as 
gloves and face masks, as advised by health authorities. Borders may be closed 
and travel limited. Contact tracing of people who have come into contact ,vith 
a confirmed case is vital so they can be isolated to prevent further spread of 
infection, tested, and treated if necessary. 

• Isolation and quarantine: People suspected of being infected, or at high risk 
of being infected, or at high risk of complications if tl1ey become infected, 
may voluntarily self-isolate. In some circumstances, people may be ordered by 
government to isolate for a period of time to see if they develop symptoms. 
The reason for tl1is measure is that it is often possible to be infectious ,vithout 
displaying any symptoms. Infected people may be quarantined in separate 
hospital rooms or wards, or their own home if they are well enough but still pose 
a risk of infecting others. Airports may have medical personnel to test people 
who shovv symptoms on arrival. Employees may be encouraged to work. from 
home where possible. Schools and other communal places may also be closed 
until the epidemic or pandemic has slowed. 

• Control carriers: For example, cattle and sl1eep infected with mad covv 
disease (BSE) and scrapie, and ducks and chickens infected with avian flu are 
euthanased. Temporary bans on the consumption and commercialisation of 
meat and egg products may also be put in place. 

• Eradication of vectors: Insect vectors such as mosquitoes and midges may be 
eliminated, or repelled, to control malaria and otl1er vector-borne diseases. 

• Response plans: Plans by governments or communities need to be put in place 
to instigate and enforce all of the above controls for botl1 existing infectious 
diseases and outbreaks of new diseases. Governments often ,vork together to 
share information and control the spread of diseases. 

• Vaccination: Vaccines often take some time to develop but are effective i11 
preventing future infections. 
Figure 10.2.16 summarises the key steps in the containment and control of 

infectious disease. 

Prevention Isolation Control carriers 
• hygiene • voluntary self-isolation • cull infected an imals 
• social/physical distancing • government-mandated • destroy infected 
• disinfection isolation crops 
• steri I isation • quarantine: home or • eliminate vectors 
• PPE hospital 
• contact tracing 

FIGURE 10.2.16 Key steps in the containment and control of infectious diseases 

O Antiseptics such as rubbing alcohol 
and iodine are substances that stop or 
slow the growth of microorganisms. 
The antiseptics can be applied 
externally in line with the directions, 
to living tissue such as skin. 

O Disinfectants such as bleach are 
substances that inactivate or destroy 
pathogens on inert surfaces. They are 
not safe to use topicially (on living 
tissue) or for ingestion. 

Eradication Vaccination 
• vectors • specific for 
• pathogens pathogens 

• prevents 
recurrence 

CHAPTER 10 I DISEASE CHALLENGES AND STRATEGIES 345 



CASE STUDY ANALYSIS 

Bats, horses and Hendra virus 
A new disease struck racehorses and 
their handlers on a Queensland 
property in 1994. Within just a few 
days, 14 horses and their owner had 
died. Government departments and 
the CSIRO Australian Animal Health 
Laboratory in Geelong moved into 
action to identify the mystery disease. 
The culprit was the Hendra virus, an 
RNA virus in the genus Henipavirus 
(Figure 10.2.1 7). 

a amount of virus b horse exposure c horse infection 

FIGURE 10.2.1s Risk factors for the development of Hendra virus infection by horses include 
~ (a) the concentration of virus, (b) the exposure of horses to the virus and (c) whether the horse 

contracts the disease. 
J 

FIGURE 10.2.17 Coloured TEM of Hendra 
virus 

The natural host of the Hendra 
virus is the Australian fruit bat, also 
called the flying fox. The fruit bat 
species most associated with the 
Hendra virus is the black flying fox 
(Pteropus a!ecto) that resides in 

Queensland. The virus has not been 
found in Victoria's grey-headed flying 
foxes (pteropus po!iocepha!us), so the 
risk of this disease in Victoria is low. 
However, it is possible that a horse 
incubating the virus could be brought 
into Victoria and transfer the virus to 
other horses and to human handlers. 

Exactly how the Hendra virus is 
transmitted from bats to horses is not 
fully understood. It is likely that horses 
are infected by ingesting or inhaling 
the virus in droplets of fluid secretions 
from bats, when horse properties 
overlap with bat roosts. The virus 
is transmitted from horse to horse 
through direct contact with infectious 
body fluids (Figure 10.2.18). 

The virus can move from horse 
to human through contact with 
infected mucus and/or blood or 
other body fluids. Hendra virus does 

not appear to be transmitted from 
person to person. Horse owners and 
vets need to be aware of the signs 
of Hendra virus infection, which 
include fever, increased heart rate and 
breathing difficulty, and they must 
seek treatment early. Prevention by 
immunisation is best. 
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Equivac HeV is a vaccine for the 
immunisation of horses against 
Hendra virus. This is the most 
effective way to prevent the spread 
of Hendra virus and protect horses, 
horse owners and vets. 

Analysis 
1 Outline three risk factors that 

could lead to the spread of the 
Hendra virus. 

2 Outline how communities, 
government organisations and 
private industries play a role in 
disease control. 
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10.2 Review 

SUMMARY 

• The emergence of new and recurring pathogens 
poses a challenge to global health. 

• An epidemic is the sudden increase in the number 
of cases of a disease in a localised area. 

• A pandemic is an epidemic that has spread over 
several countries or continents. 

• Human demographics and behaviours, mobility, 
cu ltural traditions, changes in lifestyle, sanitation 
and general hygiene contribute to the emergence 
and spread of pathogens. 

• Agricultural practices and procedures may 
contribute to the introduction and spread of 
pathogens in animals and crops. 

KEY QUESTIONS 

Knowledge and understanding 
1 What is an emerging infectious disease? 

2 How can an organism acquire the abi lity to become 
pathogenic and cause disease in humans? 

3 a Define epidemic. 

b Define pandemic. 

4 What is a zoonotic disease? Give an example of this 
type of disease. 

5 Give examples of emerging pathogens influenced by 
each of the following factors: 

a human demographics, demographic change and/ 
or mobility 

b human behaviour 

c farming practices 

d overuse of an antimicrobial agent 

e poor sanitation 
f li mited social, transport or health infrastructure 

g close association between wildlife and domestic 
animals 

• Overuse and inappropriate application of 
antimicrobia l drugs have contributed to the 
evolution of resistant pathogens. 

OA 
✓✓ 

• Zoonotic diseases pose a threat to human 
populations that have close contact with natural 
host animals. 

• Control of zoonotic and vector-borne diseases 
requires control of the natural host, the vector and 

the pathogen. 

• Control of disease outbreaks requires detection, 
identification and containment of the affected 
population. 

6 Why does the influenza virus repeatedly emerge each 
year, and sometimes cause a pandemic? 

7 Describe briefly how government agencies and 
research organisations can help prevent the 
emergence of new pathogens that may impact on 
agriculture and wildlife biodiversity. 

Analysis 
8 How is scientific knowledge applied to deal with the 

emergence of new pathogens? 
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FIGURE 10.3.1 Vaccination helped eradicate 
smallpox. 
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10.3 Vaccination programs 
In Section 9.3 you learnt that vaccines result in artificial active immunity. In this 
section you will learn about tl1e different types of vaccines and how vaccination 
programs can reduce tl1e spread of infection in a population through herd immunity. 

Vaccination programs aim to decrease the incidence of many diseases, ,:vith the 
p11rpose of 11ltimately eradicating them (Figure 10. 3 .1). Through tl1e introduction 
of vaccination programs, man)' countries have dramatically reduced new cases of 
diseases that were com1non a cenmry ago. For example, in the early 1900s, Australia 
still experienced epidemics of diseases such as smallpox, polio and m easles, but 
these diseases have either been eliminated (in the case of smallpox) or are now very 
rare. 

Australians enjoy the benefits of vaccination not 011.ly because safe and effective 
vaccines ,:vere de,,eloped, but also because everyone in Australia receives many 
vaccinations free of charge as part of the National Immunisation Progra1n (Table 
10.3.1). Since the introduction of vaccination for children in 1932, deaths fro.m 
vaccine-preventable diseases have fallen by 99%, despite a threefold increase in the 
Australian population over that time. 

TABLE 10.3.1 Australian child and school immunisation programs 

' 

birth 

2 months 

4 months 

6 months 

12 months 

18 months 

4 years 

• hepat itis 8 (hep8) 

• hepatitis 8, diphtheria, tetanus, acell ular pertussis (whooping cough), 
Haemophilus influenzae type b, inactivated poliomyelitis (polio), 
(hepB-DTP-a-H i b-1 PV) 

• pneumococcal conjugate (13vPVC) 
• rotavirus 

• hepatitis 8, diphtheria, tetanus, acellu lar pertussis (whooping cough), 
Haemophilus influenzae type b, inactivated poliomyelitis (polio), 
(hep8-DTP-a-H i b-1 PV) 

• pneumococcal conjugate (13vPVC) 
• rotavirus 

• hepatitis B, diphtheria, tetanus, acellu lar pertussis (whooping cough), 
Haemophilus influenzae type b, inactivated poliomyelitis (polio), 
(hep8-DTP-a-H i b-1 PV) 

• pneumococcal conjugate (13vPVC) 
• rotavirus b 

• Haemophilus influenzae type b, meningococcal C (Hib-MenC) 
• measles, mumps and rubella (MMR) 

• measles, mumps, rubella and varicella (chickenpox) (MMRV) 

• diphtheria, tetanus, acellular pertussis (whooping cough) and 
inactivated poliomyelitis (polio) (DTPa-lPV) 

• measles, mumps and rubella (MMR) (to be given only if MMRV vaccine 
was not given at 18 months) 

School programs 
-----------------------------

Age Vaccine 

10-15 years • varicel la (chickenpox) 
• human papil lomavirus 
• diphtheria, tetanus and acellu lar pertussis (whooping cough) (dTpa) 
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TYPES OF VACCINES 

Live attenuated vaccines 
Live attenuated vaccines involve a living microbe that has been weakened in the 
laboratory, usually through repeated culturing. 

The advantage of live attent1ated vaccines is that a single dose usually provides 
long-lasting immunity, because the vaccines induce a strong adaptive immune 
response that produces many types of antibodies directed against multiple antigens. 

The disadvantages of live attenuated vaccines are that althougl1 they are safe for 
most people, they may cause disease in tl1ose with vveakened immune systems. Also 
they may cross the placenta in pregnant women a.nd cause damage to developing 
fetuses. 

Attenuated vaccines are more commonly used for viruses than for bacteria, 
because bacteria have thousands of genes and thus are much harder to control. 
Examples of attenuated vaccines include those against measles, mumps, rubella 
and polio. 

Inactivated vaccines 
Inactivated vaccines, also lmown as l<illed vaccines, contain microbes that have 
been inactivated by l1eat, radiation or chemical mea11s. 

The advantage of inactivated vaccines is that they result in the production of 
many differe11t antibodies, due to the fact they contain many different antigens. 
Inactivated vaccines can safely be used in people vvho have weakened immune 
systems. 

The disadvantage of inactivated vaccines is that they stimulate a relatively weak 
immune response compared to live, attenuated ,,accines, so they require booster 
doses to achieve and maintain long-term immunity. Adjuvants can be added to 
inactivated vaccines to help boost the immune response. 

Most vaccines against bacteria are inactivated vaccines. Examples of inactivated 
vaccines i11clude the inactivated rabies and hepatitis A vaccines. 

Subunit vaccines 
Like inactivated vaccines, subunit vaccines do not contain any live microbial 
components. Unlike inactivated whole-cell vaccines, subunit vaccines contain only 
parts of microbes selected for their ability to induce an adaptive immune response. 
Subunit vaccines can contain a fraction of an antigen, a single antigen or multiple 
antigens, and these antigens can be proteins, detoxified toxins or polysaccharides. 
Those that contain multiple antigens induce a broader immunity, because they vvill 
induce the production of antibodies directed against multiple antigens. 

Subunit vaccines sl1are tl1e advantages of inactivated vaccines in that they are 
safer, more stable, and easier to store than live attenuated vaccines. Ho,vever, 
subunit vaccines also share the disadvantages of inactivated vaccines in that they 
require multiple doses a11d an adjuvant to improve the strength of tl1e immune 
response. 

Subunit vaccines are made by growing the pathogen in the laboratory and 
chemically extracting the antigens, or by using recombinant DNA technology. 
An example of a recombinant subunit vaccine is one tl1at has been genetically 
engineered to produce a purified component of the protein coat of the virus tl1at 
causes foot-and-mouth disease. Recombinant DNA technology can also be used 
for live vaccines, to genetically modify microbes so that tl1ey elicit an immune 
response but do 11ot cause illness. 

O Adjuvants are added to vaccines 
to stimulate a stronger immune 
response against antigens 
administered at the same time; 
examples include aluminium 
phosphate and aluminium hydroxide. 

BIOFILE 

Human papillomavirus 
• vaccine 

Human papillomavirus (or HPV) is a 
virus that can result in the development 
of certain types of cancer, including 
cervical cancer. Professor Ian Frazer 
and Dr Jian Zhou from the University 
of Queensland developed a subunit 
vaccine for HPV. In 2007, Australia 
became the first country to roll out 
a national HPV vaccination program. 
Th.e program originally only covered 
girls, but was extended to cover boys 
in 2013. 
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FIGURE 10.3.2 Digital illustration of C/ostridium 
tetani, the bacterium that produces a toxin 
ca lled tetanospasmin 
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I CASE STUDY I 

Edward Jenner 

ws 
26 

Edward Jenner (Figure 10.3.3) was 
the English doctor who discovered 
a vaccine for smal lpox. Jenner had 
heard of a milkmaid who cou ld not 
catch small pox because she had 
already had cowpox (a mild infection 
that is not fata l). To test this, in 1796, 
Jenner infected a young boy with 
cowpox in the hope of preventing 
infection with smallpox. He then 
infected the boy with smallpox, by 
injecting pus from a smallpox lesion 
under the boy's skin. The boy did not 
develop smallpox, providing evidence 
that inoculating a person with cowpox 
virus provided immunity against 
smallpox. 

Despite the development of the 
smallpox vaccine, smallpox persisted 
in Asia, Africa and South America 
for many years. In 1966, there 
was worldwide action to eradicate 
smallpox, and the last case of 
epidemic smallpox was registered 
in 1977 in Somalia, Africa. The 

Toxoid vaccines, a type of non-recombinant subunit vaccine, use toxins 
inactivated by formalin (called toxoids) to stimulate an adaptive immune response. 
Although the toxoid is inactivated, it remains si1nilar enough to the original toxin 
tl1at the immunological memory for the toxoid is also effective for the toxin. For 
example, Clostridium tetani is a bacterium that produces a neurotoxin that causes 
tetanus, and the inactivated toxin is used in the vaccine for tetanus (Figure 10. 3. 2). 
Another example of a toxoid vaccine is tl1e diphtheria vaccine. Toxoid vaccines 
often require multiple doses to achieve immunity. 

HERD IMMUNITY 
Immunisation is critical, not only for the person immunised, but also for the 
health of the wider community. For an immunisation program to be successful, 
a sufficient number of people n eed to be vaccinated-a phenomenon called herd 
immunity (Figure 10.3.4) . The more people who are vaccinated, the less chance 
there is of a pathoge11 spreading throughout a population, because there will be 
fewer potential carriers. Herd im1nunity is essential for the protection of those 
who cannot be vaccinated or who have suppressed immune systems. This includes 
newborn babies, the elderly, people suffering from an immune disease and people 
taking immunosuppressant medication. 

FIGURE 10.3.3 Edward Jenner {1740- 1823) 

on ly confirmed cases of smallpox 
after this time were in 1978. They 
involved a medical photographer 
cal led Janet Parker from the 
University of Birmingham, and her 
mother. Parker became infected after 
small pox travelled through air ducting 

connecting her office and a laboratory. 
Although her mother survived, Parker 

did not. 

On 8 May 1980, the World Health 
Organization announced small pox 
had been eradicated. Since then, 
there have been no vaccinations 
against small pox. Laboratories have 
also greatly improved infection 
control standards since the time of 
Parker, and the smallpox virus is now 
stored safely in on ly two laboratories 

(one in Atlanta, USA, and the other 
in Novosibirsk, Russia). The virus 
is stored in case there is a need to 
produce the vaccine again in the 

future. 

Factors that contributed to the 
eradication of smallpox included 
the lasting immunity achieved 
by vaccination and in those who 
recovered from infection, as well as 
the fact that the small pox virus only 
infected humans and there were no 
natural reservoirs of infection. 

350 AREA OF STUDY 1 I HOW DO ORGANISMS RESPOND TO PATHOGENS? 



a 

b 

C 

0 

0 

0 

0 
0 

0 
0 

0 
0 

0 

0 

0 

• 
0 

0 
0 

0 
0 

• 0 
0 

0 

0 

0 

= not immunised 
but sti ll healthy 

0 

0 

0 

0 

0 
0 

0 

0 

0 

0 

0 
0 

0 

0 

0 

0 

0 0 

0 
0 

0 

0 0 
0 

0 0 

0 

0 

• 
0 0 

0 

= immunised 
and healthy 

No one is 
immunised, 

so infectious disease 
spreads easily through 

the population . 

Some people 
are immunised, 

but infectious disease 
still spreads through 

most of the population. 

Most people 
are immunised, 

limiting the spread 
of infectious disease 
in the population. 

0 

0 

0 • 
0 

0 

= not immunised, 
sick and contagious 

• 

0 

• • 0 

0 

0 

• 

0 = zone o~ contact with 
contagious person 

0 

0 

FIGURE 10.3.4 Three diagrams illustrating the effectiveness of herd immunity. (a) With no immunisation in a community, infectious diseases 
spread easily. (b) With some immunisation in a community, infectious diseases spread less easily. (c) When most of the community is 
immunised, there are few carriers or infected people and minimal spread of infectious diseases. This is known as herd immunity. 
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Breakdown of herd immunity: whooping cough 

O The most desirable way to achieve 
herd immunity is through vaccination 
programs. This is because vaccines 
are safe and do not cause disease, 
whereas widespread infection results 
in many people becoming sick and 
dying. 

Immunological memory reduces over time, thereby reducing the herd immunity 
of immunised populations. An example of the breakdovvn in herd immunity is 
tl1e recent spike in Australia in cases of whooping cougl1, a disease caused by tl1e 
bacterium Bordetella pertussis. Although it only causes a persistent cough in adults, 
approximately 1 in 200 babies under the age of six months who become infected 
will die. Babies cannot be vaccinated until they are six weeks old and they are not 
fully protected by this vaccine until about six months of age. 

-
PA 
10 

One of the reasons for this breakdown i11 herd immunity is that 11ot enough 
people get booster vaccinations. A public education campaign has been implemented 
to encourage adults to receive a booster vaccination to maintain herd immunity 
against vvhooping cough. Nevv parents are offered the booster vaccination when 
their baby is born, and are encouraged to recommend the vacci11ation to family and 
friends who will be in close contact with their baby. 

·----------------------------------------------------------------------------------------~ 
10.3 Review 

SUMMARY 

• Live attenuated vaccines involve a living microbe that 

has been weakened in the laboratory, usually through 

repeated cu ltu ring. 

• Inactivated (or killed) vaccines are composed of microbes 

inactivated by heat, radiation or chemical means. 

• Subunit vaccines contain a fraction of an antigen, 

a single antigen or multip le ant igens, and these 

antigens can be proteins, detoxified toxins or 

polysaccharides. 

KEY QUESTIONS 

Knowledge and understanding 
1 Inactivated vaccines: 

A involve a living m icrobe that has been weakened in 
the laboratory, usually through repeated cu lturing 

B do not contain any live microbial components 

C contain microbes inactivated by heat, radiation or 
chemical means 

D are made using recombinant DNA technology 

2 What is a toxoid? 

3 Describe herd immunity. 

4 Explain the importance of booster vaccinations in 
maintaining herd immunity. 

OA 
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• Toxoid vaccines are non-recombinant subunit 

vaccines that use toxins inactivated by forma lin 

(called toxoids). 

• Vaccination programs are set up by governments in 

an effort to produce herd immunity. 

• Herd immunity is the result of large numbers of 

people being immune to a pathogen, thus reducing 

the chance of the pathogen successfu lly spreading 

through a population. 

Analysis 
5 The Victorian Government's 'No Jab, No Play' 

legislation requ ires all ch ildren who attend childcare 
to be vaccinated and up-to-date on the immunisation 
program, unless they have an approved medical 
exception or are part of a recognised catch up 
schedule. The Commonwealth Government's 'No 
Jab, No Pay' also makes fami ly welfare payments 
dependent on children being ful ly vaccinated unless 
they have a medical exception or are on a recognised 
catch up schedu le. Research these policies, and 
discuss the results of their implementation as well as 
their eth ica l considerations. 

~----------------------------------------------------------------------------------------· 
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Chapter review 

I KEY TERMS I 

adjuvant 
antibiotic 
antimicrobial drug 
antimicrobial resistance 
antiviral 
autoimmune disease 
benign tumour 
biosecu rity 
bispecific monoclonal 

antibody (bispecific mAb) 
. 

cancer vaccine 
carcinogen 
chain of infection 
chimeric monoclonal 

antibody (chimeric mAb) 
conjugated monoclonal 

antibody (conjugated mAb) 

cytotoxic 
dendritic cell 
emerging infectious 

disease 
enzyme-linked 

immunosorbent assay 
(ELISA) 

epidemic 
herd immunity 
horizontal gene transfer 
human monoclonal 

antibody (human mAb) 
humanised monoclonal 

antibody (humanised 
mAb) 

hybridoma 
immortal cell line 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 The antibody shown below is: 

A chimeric 

B bispecific 

C conjugated 

D humanised 

2 The use of alcohol-based hand sanitiser has become 
very common. This is a type of: 
A antiseptic 

B disinfectant 

C antibiotic 

D antiviral 

3 Major epidemic diseases introduced when the 
British co lonised Australia that were responsible 
fo r decimating Indigenous Australian populations 
included: 

A coronav irus, tuberculosis, measles, small pox, syphilis 

B influenza, tuberculosis, measles, smal lpox, syphilis 

C SARS-CoV, tuberculosis, Kuru, smallpox, syphi lis 

D influenza, HIV, measles, smallpox, syphil is 

OA 
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immunotherapy 
inactivated vaccine 
incidence 
infectious disease 
live attenuated vaccine 
malignant tumour 
metastasis 
mode of transmission 
monoclonal antibody 

(mAb) 
myeloma cell 
pandem ic 
pathogen 
portal of entry 
portal of exit 
prevalence 
radioactive 

recombinant DNA 
technology 

reservoir 
subuhit vaccine 
susceptible host 
toxoid vaccine 
tumour 
viru lence 
zoonotic 

4 As a resu lt of introduced d iseases and conflict, by up 
to how much did Indigenous Austra lian populat ions 
decrease in the ten years following the arrival of the 
First Fleet? 

A 50% 

B 70% 

C 90% 
D 99% 

5 Which list only conta ins monoclonal antibodies? 
A Adalimumab, golimumab, infl iximab, pimecrolimus, 

ritixumab 

B Adalimumab, baricitinib, golimumab, infliximab, 
ritixumab 

C Adali mumab, golimumab, inf liximab, methotrexate, 
ritixumab 

D Adalimumab, belimumab, golimumab, infliximab, 
ritixumab 

6 Define viru lence. 

7 Briefly describe what autoimmune d iseases are and 
how they occur. 

8 What is the difference between non-specific and 
specific immunotherapies? 

9 Effective immunotherapy is one of the goc1ls of modern 
research into t reatment for cancer. 
a Briefly describe t he t hree trad itional methods of 

combatting cancer. 

b Explain the advantages of immunotherapy 
compared to traditional cancer treatments. 

10 What is the difference between a benign tumour and 
a malignant tumour? 
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11 Why are malignant tumours more difficult to treat than 
benign tumours, and much more likely to recur? 

12 Using an example, explain how an epidemic can be 
caused by increased exposure to disease. 

13 Give an example of a disease epidemic caused by a 
virus and explain how it managed to reach epidemic 
levels. 

14 Why are biosecurity and border control important for 
Australia's agricultural industry? 

15 How does antibiotic resistance arise and spread 
through bacteria l populations? 

16 MRSA has become a serious problem in most major 
hospitals around the world. 

a What is MRSA? 
b Why is it an issue? 

c Explain the relationship between MRSA and the 
inappropriate use of antibiotics. 

d Why is it important to continuously search for new 
antimicrobial substances? 

Application and analysis 
17 The use of monoclonal antibodies to deliver cancer 

drugs has been shown to have fewer side effects than 
conventional methods of drug delivery, and much 
lower doses are needed to achieve the same level of 
response in patients. Using your understanding of how 
monoclonal antibody therapy works, explain these two 
observations. 

18 Classify the following as prevention or treatment. 

a applying iodine before making a surgical incision 

b taking a course of antibiotics for a bacteria l chest 
infection 

c having a vaccination against cholera before going 
overseas 

d washing hands after going to the toi let 

e isolating an exotic bird in quarantine after it has 
been found in luggage by customs officia ls 

19 Scientists at a biotechnology company have developed 
a vaccine that they say will immunise people against 
peanut allergy. They wish to test their vaccine in mice. 
They have a number of genetically similar laboratory 
mice t hat they are going to use for their initial 
experiments. 

a What is one characteristic that the mice must all 
have in order to make the experiment valid? 

b Design an experiment to test the vaccine using the 
mice as subjects. 

c What result would provide evidence that this vaccine 
is successful? 

d Name the dependent and independent variables in 
your experiment. 

e One mouse in the tria l has an adverse reaction to 
the vaccine. Should the company abandon the tria l 
at this point? Explain your reasoning. 

20 Cancer is characterised by cells that undergo 
unchecked reproduction, competing with body t issues 
for space and nutrients. Leukaemia is a cancer of the 
white blood cells. In this condition, the white blood 
cells of the bone marrow reproduce prolifically. One 
treatment for this cancer is radiation therapy to destroy 
a large percentage of the cancerous cel ls, followed by a 
bone marrow transplant. 

a Suggest why radiation therapy is an important part 
of the treatment regime for leukaemia. 

b Explain why it is important that the closest possible 
tissue match is made between a donor and the 
recipient for a bone marrow transplant to be 
successful. 

21 a Research and describe the fire blight infection, 
includ ing the pathogen, the type of organisms 
affected and how it can be controlled. 

b Discuss any biosecurity issues relat ing to fire blight 
and the Australian fruit industry. 

22 Zika virus is a mosquito-transmitted virus that has been 
linked to an increase in birth defects in South America. 
It has been postulated that it has caused an increase 
in t he number of babies born with microcephaly (a 
small skull and brain). There is currently no vaccine 
or treatment for Zika virus, but considerable research 
efforts are being d irected towards the development of 
both. Preliminary research indicates that the virus uses 
a receptor on ce ll surfaces cal led AXL to attach to cells 
and gain entry. This receptor is one in a family that is 
very important in cell signal ling. 

a i Draw a label led diagram showing a hypothetical 
AXL receptor with the virus attached to it. 

ii What can you say about the shape of the protein 
the virus uses to attach to the cell and the shape 
of the AXL receptor? 

b Design a drug that wi ll block the virus from attaching 
to and entering the cell. Draw its shape. 

c How might the spread of Zika virus be limited even 
in the absence of a vaccine or treatment? 

OA 
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REVIEW QUESTIONS 

How do organisms respond to pathogens? 

Multiple-choice questions 
1 Innate immune responses are critical to maintaining the health 

of an individual because: 

A they are specific to the antigens on pathogenic organisms 

B they produce antigens, which bind antibodies to mast cells 

C they provide immediate and continuous protection against 
foreign antibodies 

D none of the above 

2 The pathogen shown below enters a human body and 
antibodies are produced against it. 

• 
Which antibody would be made in response to the pathogen? 

A B C D 

3 Natural active immunity is achieved as a result of: 

A exposure to live or attenuated vaccines 
B infection by particular bacteria or virus 

C the adm inist ration of antibodies or antitoxin specific to a 
particular microorganism 

D adequate breastfeeding in newborn infants 

4 Which of the following is not true? 

A Complement proteins are part of the in nate immune 
response. 

B Complement proteins attract phagocytes to the site of the 
infection. 

C Complement proteins include antibodies. 

D Complement proteins can be activated in the absence of 
antibody-antigen reactions. 

• • • • 

-~-~-------- ------------------- ----------------- -· 

5 A baby was born severely jaundiced and 
anaem ic. The baby recovered after a blood 
transfusion, but concerned doctors tested the 
blood of both the baby and her mother. It was 
discovered that the baby and her older brother 
were positive for an antigen known as the 
Rhesus factor, while their mother's antigen was 
Rhesus-negative. The jaundiced appearance 
and anaemia of the newborn occurred because: 

A The mother's antigens recognised the baby's 
antibodies as foreign and attacked them. 

B The mother had an adaptive immune 
response to the Rhesus factor in the blood of 
her first child, and memory cells triggered an 
immune response to the Rhesus factor in the 
blood of her second child. 

C The baby developed antibodies in response 
to her mother's Rhesus-negative blood and 
caused an immune response. 

D The Rhesus antigen present on the mother's 
red blood cells caused an immune response 
to the baby's blood, which was free of the 
antigen. 

6 Hay fever is an overreaction to previously 
encountered allergens such as animal fur, 
pollen or dust. The body produces lgE in 
response to the first contact with these 
allergens. This antibody then binds to the 
surface of mast cells. Which is the correct 
allergic response? 

A Allergens bind to the specific binding sites 
of the lgE antibodies, which then bind to 
mast cells that migrate via the bloodstream 
into mucus-producing tissues where they 
produce the hay fever symptoms. 

B Allergens bind to mast cells in the mucus
producing tissue and trigger them to release 
histamines that cause the allergic symptoms. 

C Allergens bind to already-bound lgE 
antibodies and histamines. The binding of 
histamines to lgE antibodies causes the hay 
fever symptoms. 

D Allergens bind to pairs of adjacent lgE 
molecules that are already attached to mast 
cel ls. This triggers the release of histamines 
that cause the hay fever symptoms. 

__ _,. _ _ _ _ _ _ - - - - - - - - --... - - - ♦- - - - - - - - - ------ - --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - -- -- - - - - ~ - - - - - ~-----------~ - ~ -------- - - - · - · - - - - -
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7 Blincyto is a bispecif ic monoclonal antibody that 
is used to treat certain types of acute lym phocytic 
leukaem ia. It is successful in treating cancer by binding 
the B cell leukaemia with a T lymphocyte. Which of 
the following scenarios best describes the structure 
of the monoclonal antibody used and the role of the 
T lymphocyte in reducing the cancerous cells? 

A The monoclonal antibody would be loaded 
with a toxic chemical that is presented to the 
infected B cell. This induces programmed cell 
death (apoptosis) directly with the B cell , and 
T lymphocytes phagocytose the remnants of the 
cellu lar material to prevent the cancer spreading. 

B The monoclonal antibody would have two d ifferent 
variable regions present. One variable region 
attaches to a protein on the leukaemia cell and 
the other attaches to a T lymphocyte. Once the 
T lymphocyte is activated, it releases cytokines 
that induce apoptosis of the leukaemia cell. 

C The monoclonal antibody would have identical 
antigen binding sites to bind directly with the 
infected B cell. The T lymphocyte then re leases 
cytokines, which increase inflammation in the 
region of the infected cancerous cells. Inflammation 
triggers rapid pro liferation of plasma cells to secrete 
more antibodies. 

Short-answer questions 

D The monoclonal antibody would have both B cell 
leukaemia and T lymphocyte antigen-binding sites 
present. The T lymphocyte would release antibodies 
that are complementary to the B cell and this 
would result in agglutination of the infected cel ls for 
macrophages to engulf. 

8 Media reports somet imes refer to large-scale diseases 
as epidemics or pandemics. Identify the correct 
distinction between the two terms. 

A The bubonic plague bacterium caused epidemics 
and pandemics in earlier, less hygienic times. 

B A pandem ic is a rapid and unusual spread of an 
infectious disease; an epidemic is a pandemic that 
has become more global. 

C An epidemic is a rapid and unusual spread of an 
infect ious disease; a pandemic is an epidemic that 
has become more global. 

D Human movements around the globe tend to 
cause epidemics and pandemics, such as the 
SARS outbreak. 

9 Hay fever is an allergic response in which the immune system 
overreacts to the presence of a previously encountered foreign 
antigen. The diagram below illustrates the key steps that occur 
in an allergic reaction. 

• • • 
foreign antigen 

• 
B lymphocyte 
recognises antigen as 
previously encountered 

a Def ine the term antigen. 

antibody 

b Identify the type of antibody involved in allergic reactions. 

c Where in the body are mast ce lls located? 

d Describe the event that causes mast cells to release 
histamine. 

mast cell 

e Describe two effects resulting f rom the release of histamine . 
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10 The lymphatic system has a number of important 
functions. 
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a List the major functions of the lymphatic system. 

b How do lymph nodes assist the efficiency of the 
adaptive immune response? 

c How do primary and secondary lymphoid tissues 
differ? 

A number of cases of measles has been reported to 
authorities in recent times. Measles is a preventable 
disease caused by a virus. In 2013 there were 96000 
deaths worldwide from measles. It is the disease with 
the highest mortal ity rate of all vaccine-preventable 
diseases. Most people in Australia are vaccinated 
against it in ch ildhood. The vaccination schedu le 
requires children to be given one injection at 
12 months and a second injection at 18 months. 
The antibody response to the vaccinations is shown 
in the graph below. 

Antibody response to measles vaccinations 

primary 
response 

secondary 
response 

Time (days) 

a Mark on the graph when the first and second 
immunisations were administered. 

b Explain why the secondary response is so much 
greater than the primary response. 

c T lymphocytes play a significant role in the adaptive 
immune response of the body against viruses such 
as the one that causes measles. Describe the role of 
T lymphocytes in immunity. 

d In February 2016, Department of Health statistics 
showed that 93.58% of five-year-old chi ldren in 
Victoria were fully immunised against measles. 
In some areas, the immunisation rate is as low as 
73%. Why is an immunisation rate below 90% a 
cause for concern? 

12 Tetanus is a serious, often fatal disease caused by 
the bacterium C!ostridium tetani. The most serious 
of the symptoms are caused by the toxin produced 
by the bacteria. The toxin enters neurons in the 
central nervous system where it blocks the release 
of the neurotransmitters glycine and GABA. These 
neurotransmitters stimulate neural pathways that 
inhibit the contraction of muscles. 

a Explain what effect the toxin will have on muscle 
behaviour. 

b i A vaccination is available for tetanus. It involves 
injection of extremely minute amounts of the 
toxin. Explain how the injection of this tiny 
amount of toxin gives protection from tetanus. 

ii Does this produce active or passive immunity? 
Provide evidence to support your answer. 

iii It is recommended that everyone has a booster 
vaccination for tetanus every 10 years. Why is this 
necessary? 

c An individual who steps on a rusty nail is at 
significant risk of developing tetanus if they have 
never been vaccinated. Such individuals are given 
an injection of a preparation that has been created 
in horses. This preparation wi ll protect the person 
against tetanus. 
i What is the active constituent of the injection? 

ii Is this an example of active or passive immunity? 

iii Explain why this type of treatment would not give 
long-term protection against tetanus. 

13 Over the course of two years from 1789, after the 
arrival of Europeans in Aust ral ia, a smallpox outbreak is 
estimated to have killed between 50% and 70% of the 
Indigenous Australian populations. 

a Explain why the disease had such a devastating 
impact on Indigenous Australian populations. 

b Discuss why Europeans did not succumb to the 
outbreak as badly as Indigenous Australians, with 
reference to their immune function. 

- - - - - - - - - - - - - - --... - - - ♦- - - - - - - - - ------ - --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - -- -- - - - - - - -- - ~ - ~-----------~-~-------- -. -. -·-----
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14 A range of infectious diseases was examined for their ability to cause potential damage within the Austra lian 
population. 

Disease 

A 

B 

C 

D 

E 

Probability of infection 
given contact between 
an infected person and 
a susceptible person 
(transmissibihty) 

0.9 

0.2 

0.35 

0.8 

0.1 

Rate of contact 
(probability) between 
an infected and 
a susceptible person 

0.95 

0.05 

0.4 

0.6 

0.9 

Duration of 
infectiousness 
(days) 

7 

14 

20 

11 

6 

Mortality 
(%) 

4 

30 

0.2 

12 

0.2 

Pathway of 
spread 

food borne 

airborne 
droplets 

insect vector 

contaminated 
water 

direct contact 

Type of 
pathogen 

bacterium 

. 
virus 

protozoan 

bacterium 

virus 

a A student stated that disease D is less contagious than disease B because more people have died from disease B . 
• Explain, using data, if the student's statement is correct or incorrect. I 
•• List two features of the immune system that would prevent the bacterium in disease D from infecting the body. II 

b Which disease(s) would antibiotics be most effective in treating? 

c Outline two public health initiatives that could be implemented to reduce the infection rate of disease A. 

15 a One important treatment for HER2-positive breast 
cancer is a drug called trastuzumab, marketed 
in Australia as Herceptin. This medication is a 
monoclonal antibody. It binds to the external 
domain of the HER2 receptor. 

i What are monoclonal antibodies? 

ii Herceptin is a humanised monoclonal antibody. 
What does this mean? 

iii Why do scientists humanise monoclonal 
antibodies? 

b A drug company has invented a new monoclonal 
antibody that it claims will be effective against 
HER2-positive breast cancers that have been shown 
to be resistant to current therapies. The company 
is ready to commence human trials of its proposed 
treatment. 

i Describe an experiment that could be used to 
test the effectiveness of the new treatment. 

ii What resu lts would suggest that the drug 
company's claims are justified? 

iii Discuss two ethical concepts that the researchers 
should apply when performing human trials. 

iv Many human trials enlist only a few individuals. 
How does that affect the validity of the results? 

16 There is a number of strategies that can be used 
to control the spread of pathogens. Discuss three 
examples of these strategies. 
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17 In 2019- 20, a pandem ic caused by COVID- 19 virus, 
also referred to as coronavirus, swept through human 
populations around the world. The vi rus causes 
respiratory symptoms, usually starting with fever, 
a dry cough and breathing d ifficulties, sometimes 
becoming severe and leading to lung infection. Millions 
were infected and many thousands d ied. Starting in 
the city of Wuhan in China, the infection spread from 
country to country, in itia lly transm itted by international 
t ravellers. Governments and health authorities in each 
country reacted with a range of responses to manage 
the pandemic, including lockdown of public movement 
in many places. People were advised to use physical 
distancing to limit spread of the virus, but this strategy 
was not always successful. As well as the health issue, 
there were severe economic impacts around the globe. 

a Why was the COVID-19 infection not declared a 
pandem ic unt il after it spread from its origin in 
China? 

b COVID-19 disease is caused by SARS-CoV2, which 
was identified as a novel virus even though it is part 
of a known fami ly of coronaviruses. A model of the 
virus is shown in the illustration below. 

i Explain what is meant by a novel virus. 

ii There have been previous pandemics caused by 
viruses of the coronavirus family, notably MERS
CoV, originating in the Middle East in 2012, and 
SARS-CoV, starting in China in 2002. Despite 
these previous outbreaks, there was no vaccine 
available when COVID-19 started to spread 
rapidly. Explain why health researchers and 
authorities were unprepared for this particular 
coronavirus pandem ic. 

l/l 
Q) 
l/l 
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c During the COVID-19 pandemic, several new terms 
became familiar to the public, some of which are 
listed below. Outline the meaning of each term and 
how it cou ld reduce or contro l the spread of this 
virus. 

i physical d istancing 

ii self- iso lation and quarantine 

iii lockdown 

iv herd immunity 

d One strategy used to manage the COVID-19 
pandemic is known as 'flattening the curve'. With 
reference to the graphs below, clarify the meaning 
of this term and evaluate the effectiveness of such a 
strategy. 

Flattening the curve for COVID-19 

• High morta lity rate (no social isolation) 
• Low morta lity rate (social isolation) 

Healthcare system capacity 

Graph A: without 
protective measures 

healthcare 
system capacity 

Time 

Graph B: with 
protective measures 

healthcare 
system capacity 
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Learning outcomes 
To some extent, all characteristics of an organism are controlled by their genes. 
Individuals of the same species look very similar because of their shared genetic 
history but they are also different in many ways due to the variation in their genes. 

This chapter focuses on how new genetic differences are introduced into the gene 

pool of a popu lation and how genetic diversity changes in a population over time. 
Mutation, natural selection, gene flow and genetic drift are identified as the main 
processes that drive changes in allele frequencies and the evolution of populations 
and species. The differences between natural and artificial selection are explored, 
as are the benefits and limitations of selective breeding. You wil l also learn about 

genetic changes in populations of pathogens in terms of bacterial resistance 
and viral antigenic drift and shift, and the chal lenges this presents for treatment 
strategies and vaccination. 

Key knowledge 
• causes of changing allele frequencies in a population's gene pool, including 

environmenta l selection pressures, genetic drift and gene flow; and mutations 
as the source of new alleles 11.1 

• biological consequences of changing allele frequencies in terms of increased 
and decreased genetic d iversity 11.1 

• manipulation of gene pools through selective breeding programs 11.2 

• consequences of bacterial resistance and viral antigenic drift and shift in 
terms of ongoing challenges for treatment strategies and vaccination against 

pathogens. 11.3 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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FIGURE 11.1.1 Flower colour (phenotype) in 
hydrangeas (Hydrangea macrophylla) varies 
depending on the acid ity of the soil in which 
they grow. 

0 Alleles are different forms of a gene. 
A genotype is the combination of 
alleles in an organism. A phenotype is 
the observable characteristics of an 
organism. 

O Allele frequency refers to the 
proportion of the gene pool that 
carries a particular allele, relative to 
other alleles for that gene. 

0 Homozygotes have two copies of the 
same allele for one gene (e.g. AA or 
aa). Heterozygotes have two different 
alleles for one gene (e.g. Aa). 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

11.1 Changing allele frequencies 
While individuals of the same species share similar DNA sequences, there are 
also many differences. rfhese genetic differences are evident in the ,,,ide variety 
of traits seen in individuals, populations and species. The variation in traits and 
genes in a population can be influenced by many factors and changes over time. 
The proportion of a trait or genetic variant (allele) in a popttlation is called the 
allele frequency. In this section, you will learn about some of the factors that cause 
changes in the allele frequencies in a population and the biological consequences of 
tl1ese changes in terms of increased and decreased genetic diversity. 

ALLELE FREQUENCIES IN A GENE POOL 
You learnt in Chapter 3 that a gene is a sequence of deoxyribonucleic acid 
(DNA) that codes for a particular characteristic or trait. Sligl1t variations in the 
DNA sequence of a gene can result in different forms of a trait. These variations 
of a gene are called alleles. The various combinations of alleles in an individual 
make up its genotype. The genotype, together with tl1e environment, determine 
an organism's observable traits (or phenotype) (Figure 11.1.1). Although species 
share the same genome, the individuals within a species are not genetically identical 
because they have different con1binations of alleles (Figure 11.1.2). 

FIGURE 11.1.2 Height in humans is a tra it controlled by different combinations of alleles. 

The variation in genes or alleles within a population or species is known as 
genetic diversity ( or genetic variation). The total genetic diversit:)7 in a population 
is kno,vn as the gene pool. 

For a variety of reasons, allele frequencies \vithin a gene pool change over time. 
The main processes that drive changes in allele frequencies and the evolution of 
populations and species are: 
• mutation 
• natural selection 
• gene flo\;v 
• genetic drift. 

You vvill learn more about each of these processes throughout tl1is chapter. 

Calculating allele frequencies 
The relative proportion of a particular allele in a population is referred to as the 
allele frequency, and is often expressed as a percentage or as a decimal ( e.g. 25% 
or 0.25). The follo\ving equation shO\VS you how to calculate the frequency of an 
allele. 

111 f 
2(number ofhomozygotes) + (number of heterozygotes) 

a e e requency = 2( al b f. di .d 1 ) x 100 tot num er o 1n v1 ua s 
When calculating the allele frequency of a particular trait, it is important to 

remember tl1at homozygotes with tl1e trait will have t\vo copies of the allele ( e.g. 
M) and heterozygotes will only have one copy (e.g. Aa). 
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MUTATION 
All genetic diversity bet\veen species and bet\Veen individuals of the san1e species 
is a result of mutation. Mutations are changes in DNA and they are the source of 
new alleles in a species or population. It is important to remember that mutation 
mea11s change, not the introduction of a fault or disease. Mutations can have a 
beneficial or harmful effect, or no effect at all, on the organism. 

Mutations can occur randomly as errors during cell replication and can affect 
a single gene, multiple genes or may involve entire chromosomes. They occur 
spontaneously or as a result of mutagens-factors that induce mutation. Common 
mutagens include different forms of radiation. For example, UV radiation can cause 
mutations in skin cells that result in skin cancers. Most mutations are detected 
and repaired by enzymes. Those that cannot be repaired fall into one of three 
categories-neutral, beneficial or harmful. 

• Neutral mutations have no effect on survival. 
• Beneficial mutations increase the likelihood of survival. 
• Harmful mutatio11s decrease tl1e likelil1ood of st1rvival. 

Somatic mutations occur in body cells and only affect that individual. 
Germline mutations are heritable because they affect gametes (sperm and egg 
cells) and can therefore be passed on to offspring. A germline mutation may bring 
a new allele into a gene pool, potentially influencing the allele frequencies. 

I CASE STUDY I 

A beneficial mutation 
An example of a beneficial 
mutation is one that involves 
the APOA-1 gene. This 
gene codes for a protein 
(apolipoprotein A-1) that 
is normally involved in the 
transport of cholesterol and 
phospholipids to the liver, where 
they are then redistributed or 
broken down and excreted. 
One of the mutated forms of 
the protein, ApoA-1 Milano, 
involves a substitution of the 
amino acid arginine (arg) for 
cysteine (cys). This mutated 
protein acts as an antioxidant, 
reducing cholesterol deposition 
in arteries, and thereby 
significantly decreasing the risk 
of cardiovascular disease. 

FIGURE 11.1.3 ApoA-1 Milano is a mutated form of a 
protein that can reduce cholesterol levels in humans. 

The mutant form of the ApoA-1 protein (Figure 11.1.3) was first identified in Milan, 
and so the mutated gene was named after this city. Further investigation, including 
blood tests of an entire Italian village, traced the origin of the mutation to a single 
man. The 3.5% frequency of the gene in that village population can be attributed to 
the descendants of this one man. 

O Mutation means change. Changes 
in DNA may be harmful, beneficial or 
neutral. 

O Mutations are a source of new alleles 
in a gene pool. 
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O A selection pressure is an 
environmental factor that affects the 
survival and reproductive success 
of an individual based on their 
phenotype. 

BIOFILE 

Adaptation in the desert 
Thorny devi ls have a number of 
physical adaptations that enable them 
to thrive in the very arid ecosystems 
of central Australia. Their mottled 
camouflage colouring and hard spikes 
have high adaptive value because 
these features reduce the likelihood 
of predation. Thorny devils also have 
highly textured skin, which allows 
capillary action to col lect any moisture 
in their environment and channel it 
directly into their mouths. 

Thorny devil (Moloch horridus) 

O The individuals that are best suited 
to their environment will be most 
successful-they will survive and 
reproduce the most offspring. 

--
PA 
12 

O Gene flow occurs when individuals 
from different populations interbreed 
and when individuals enter or leave a 
population. 

NATURAL SELECTION 
The genetic diversity between indi,riduals in a population results in different 
phenotypes (traits) that have varying advantages for survival and reproduction. 
Individuals that are well-suited to their environment are more likely to survive and 
reproduce-this process is known as natural selection. 

The alleles of the individuals that sur,rive and reprodt1ce vvill persist in the 
population and increase in frequency. This is the mechanism b)7 which natural 
selection changes the allele frequencies and phenotypes in populations. 

Environmental selection pressures 
The conditions or factors that influence 'A1hich phenotypes are most successful in 
a population- and therefore, influence allele frequencies in that population-are 
known as selection pressures. Selection pressures can be natural environmental 
pressures or artificial pressures brought about by humans through selective 
breeding. You will learn more about selective breeding in Section 11.2. 

Examples of environmental selection pressures include: 
• climatic conditions such as extreme temperature changes and drought 
• competition for resources such as food and water, as well as competition for 

shelter 
• mate availability 
• predator abundance. 

Environmental selection pressures affect individuals in a population differently 
for a number of reasons: 
• Genetic diversity-Tl1ere are genetic differences between i11dividuals of a 

population that produce different phenotypes. Some phenotypes are better 
suited to the environmental conditions and give the individual a survival 
advantage over tl1ose witl1 a different pl1enotype. 

• Reproduction-Individuals have different levels of reproductive success. 
That is, some individuals produce more offspring than others. ~rhose individuals 
that reproduce pass on their alleles to their offspring. The ability of an organism 
to survive and produce viable offspring is lznovvn as biological fitness. T11e 
offspring are genetically similar (as in sexual reproduction) or genetically 
identical (as in asexual reproduction) to the parents. 

• Survival- Individuals have different rates of survival. Not all individuals survive 
long enough to reproduce and produce offspring. 

When it comes to survival, some phenotypes have a high adaptive value and 
give the individual an advantage over individuals with phenotypes of lower adaptive 
value. This concept is often referred to as 'the sur,rival of the fittest'. Having an 
advantageous trait means the individual is more likely to survive to reproduce and 
pass their alleles on to the next generation. If the environment remains unchanged, 
tl1e traits of organisms will continue to have high adaptive value, and tl1ere ,vill 
be little change to allele frequencies over time. Traits that are well suited to an 
organism's environment are lznovvn as adaptations. 

Alleles of the advantageous trait tend to increase in frequency in the gene 
pool, ,vhile alleles of the less ad,rantageous trait tend to decrease in frequency. 
Advantageous traits of high adaptive value may persist in the population until all 
individuals possess them (100% allele frequency). 

GENE FLOW 
Gene flow is the transfer of alleles between populations and can result in changes 
in the allele frequencies in a gene pool. This occurs when new individuals join 
the population from a different gene pool or when individuals leave a population 
(Figure 11.1.4). Movement of individuals in and out of populations can result 
in new alleles being introduced or alleles being lost, increasing or decreasing the 
genetic diversity in the population. 
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When gene flovv exists between two different populations, the gene pools may 
remain fairly similar. When gene flovv is not possible betvveen populations, the gene 
pools are said to be isolated. Genetic isolation is another k:ey factor in the process 
of evolution arid you ,;11ill learn more about it i11 Chapter 12. 

phenotype genotype 

11} plpl 

JI- p lp2 

- p2p2 

population 2 

population 1 

population 3 

11} -m: * 1l a 1l 
-m:---ir---------l ~ 

-m: -m: .. ~---- ~ 11 -m: 11 11 

FIGURE 11.1.4 Gene flow occurs by migration between neighbouring populations of a species. Gene 
flow can introduce genetic diversity into populations. 

GENETIC DRIFT 
Allele freqt1encies in a ge11e pool may also change ra11domly over time as a result 
of c.hance events, such as bir ths and deaths. This is called genetic drift. Genetic 
drift has the greatest impact on small populations with little to no gene flow, as 
the random deatl1 of one individual can significantly alter the allele frequencies. 
Generally, i11 small populations genetic drift results in the loss of genetic diversity 
over time as alleles are lost from the gene pool (Figure 11.1. 5). 

Genetic drift can occur vvhen populations decrease for a period of time ( a 
bottleneck effect) or in small founding populations (the founder effect). 

O Genetic drift is the random change 
in allele frequencies of a population 
due to chance events, such as births 
and deaths. 

a small popu lation= 10 
(B allele carriers in brown) 

b large population = 5000 
(B allele carriers in brown) 

allele frequency= TTl = 10% 

! 
50% of population 
survives, with no B allele 
carrier among them 

B al lele frequency= % = 0% 

dramatic change in B allele frequency 
(B allele lost from population) 

- -

B allele frequency = 5oo = 10% 
5000 

50% of population 
survives, including 225 
B allele carriers 

B allele frequency= 225 = 9% 
2500 

little change in B allele 
frequency (no B alleles lost) 

FIGURE 11.1.5 Genetic dri ft can result in greater changes to allele frequencies in (a) a small population 
than (b) a large population. In this example, individuals carrying a particu lar allele are shaded brown. 
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BIOFILE 

Population bottleneck in the 
mountain pygmy possum 
The mountain pygmy possum 
(Burramys parvus) is an example of 
a population that has experienced 
the bottleneck effect. The Mt Bul ler 
population reduced from approximately 
300 individuals in 1996 to 40 
individuals in 2010 as a result of 
habitat loss, bushfires and introduced 
predators. This drastic population 
decline resulted in a loss of two-thirds 
of the genetic diversity that was present 
in the population in 1996. The loss of 
genetic diversity puts small populations 
at further risk of extinction because of 
inbreeding between genetical ly simi lar 
individuals and their vulnerability to 
environmental change. 

Mountain pygmy possum (Burramys parvus) 

BIOFILE 

Founder effect in Tasmania 
Huntington's disease is an inherited 
disease that causes the degeneration 
of nerve cells in the brain. In Tasmania, 
many sufferers of Huntington's disease 
can trace their ancestry to a woman 
who migrated from Britain in the 
nineteenth century. 

Bottleneck effect 
rfhe number of individuals in a population can be drastically and quickly reduced 
as a rest1lt of a random event, often a natural disaster. Human activities, such as 
hunting and land clearance, have also greatly and quickly reduced the number 
of individuals in wild populations of plants and animals. The phenotype of an 
individual is unlikely to significantly increase its chances of surviving a natural 
disaster, such as a volcanic eruption, tidal vvave or landslide. The individuals that 
survive vvill do so by chance. The allele frequencies of the remaining population are 
unlil,ely to reflect those of the original population. 

A sudden and substantial reduction in a population's size is referred to as a 
'bottlenecl,' and the bottleneck effect describes the impact of tl1e population 
reduction on the remaining population. Because of the reduced population 
size, the possible reproductive pairings are limited, which leads to high levels 
of inbreeding. Inbreeding results in reduced genetic diversity in the population 
and an increase in the numbers of homozygous individuals (Figure 11.1.6). The 
smaller the population, the greater the effect of genetic drift. Alleles may be lost 
from the gene pool immediately after the natural disaster or be 'bred out' in only 
a fev.1 generations. The lowered genetic diversity may make the population 1nore 
vulnerable to environmental change. 

parent 
population 

0 ) 

Oo 
0 
0 

/ ~o o o ~ -:-'o J,.j - ": 

bottleneck surv1v1ng 

) 

(drastic reduction individuals 
in population) 

next 
generation 

FIGURE 11.1.s The bottleneck effect is a form of genetic dri ft (random sampling of alleles) that 
occurs when a population decreases for a period of time. The loss of individuals from the popu lation 
means that there will be less genetic diversity in subsequent generations. 

O A high level of genetic diversity allows populations to adapt to new or changing 
environments. Low genetic diversity as seen when species or populations go through 
a genetic bottleneck, increases the risk of extinction. 

Founder effect 
The founder effect occurs when a small group of individuals is genetically isolated 
from a larger population, either by migration, new geographic barriers or habitat 
fragmentation. The smaller population only has a small portion of the alleles of the 
original population and therefore l1as lo,;ver genetic diversity. Like the bottleneck 
effect, there is increased inbreeding in the 'founder population' and a greater chance 
of loss of alleles due to genetic drift. 

In the new environment, the environmental selection pressures on the founder 
population are likely to be different from those experienced by tl1e original 
population. These differences in environmental selection pressures drive further 
changes in allele frequencies and may lead to divergence of the populations over 
. 

tllne . 
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CASE STUDY ANALYSIS 

Natural selection in the rock pocket mouse 
Natural selection for co louration is seen in the American rock pocket mouse, which 

inhabits a region spanning northern Mexico, New Mexico and southern Arizona. The 

mice have two different hair colours. The majority of mice have light, sandy-coloured 

hair and inhabit light-coloured granite hi lls and desert sands (Figure 11.1.7). In some 

regions, where there are dark-coloured lava f lows, dark-haired mice are found. 

Predators of this mouse include ratt lesnakes, foxes, coyotes and owls (Figu re 11.1.8). 
Colou ration of the mouse is an important protection from these visual predators, 

especially owls, wh ich have a visual advantage from the air. 

Researchers identified the Mel r gene as the genetic basis for the colour difference. 

Mclr codes for melanocortin 1 receptor and contro ls skin and hair pigment 

production in mammals. Rock pocket mice have two alleles for the Mel r gene: D and 

d. Mice with genotype dd have light-coloured hair. This is cons idered the wild type 

genotype. Mice with genotypes DD and Dd have dark-coloured hair, cal led a melanic 

phenotype. Researchers sequenced the alleles and identified the mutations that result 

in four amino acid differences in the proteins produced. Compared to the wild typed 

allele, the D allele produces a more active protein, resu lting in more melanin pigment 

production. 

Field observations showed a strong association between mouse phenotype and the 

rock colour of their habitat. The evidence indicates selection for dark phenotype in 

mice inhabiting the dark lava flows. 

The researchers hypothesised that positive natural selection is the mechanism for 

the presence of two mouse hair co lour phenotypes in the granite and lava rock habits. 

They sampled animals from six locations- three granite and three lava flow areas

along a transect of 35 km through a national wi ld life refuge in Arizona. The mice were 

trapped, measurements taken and data recorded by f ield researchers, then they were 

released. The pooled data are shown in Table 11.l.l. 

FIGURE 11.1.1 Rock pocket mouse, 
wild type or light phenotype (dd), on 
light rock 

FIGURE 11.1.s Owls are major 
predators of the rock pocket mouse. 
They can see a light mouse on dark 
rock even when hunting at night. 

TABLE 11.1.1 Data collected regarding mice that were trapped by 
researchers 

TABLE 11.1.2 Genotype-phenotype associations between 
Meir alleles (D,d) and ha ir colour in at the Pinacate site 

granite/sand 168 light hair 120 
light brown 
(3 sites) dark hair 48 

lava fields 
dark grey/ 
blc1ck 
(3 sites) 

Analysis 

57 light hair 

dark ha ir 

3 

54 

1 Copy and complete Table 11.1.1 by calculating the 
proportion of each phenotype at each location. 
Give your answers to one decimal place. 

2 Describe t he association between the melanic 
phenotype and ground colour. 

3 Table 11.1.2 shows t he genotypes of m ice collected 
from the dark lava rock habitat, known as the 
Pinacate lava f low site. 

Genotype 

DD Dd dd 

m ouse phenotype light 0 0 12 

dark 11 6 0 

Use this equation to calcu late the fol lowing: 

2(number of homozygotes) + (number of heterozygotes) 
allele frequency = ---------------x 100 

2(total number of individuals) 

a frequency of the D al lele in light and dark mice at this 
site 

b frequency of the d allele in light and dark m ice at this 
site 

4 State whether the Mel r mutant allele D correlates 
with mouse hair colour. 

5 Identify the most significant selection pressure(s) or 
selecting agent(s) acting on the mouse population. 
Describe how the selection pressure leads to the 
allele frequency seen at the Pinacate lava flow site. 
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11.1 Review 

SUMMARY 

• Natural variation exists between individuals of the 
same species because many genes have multiple 
alleles that are present in the population in different 
frequencies. 

• Allele frequencies are a measure of how common a 
particular allele is in the gene pool of a population. 

• Evolution i.s the change in the genetic composition 
(allele frequencies) of populations over time due to 
mutation, natural selection, gene flow and genetic 
drift. 

• New alleles, genes and chromosomes are created or 
modified through mutation. 

• Mutations may have a beneficial effect, a harmful 

effect or no effect at all on the individual. 

• Natural selection is the influence of environmental 
selection pressures on allele frequencies in a 
population. 

KEY QUESTIONS 

Knowledge and understanding 
1 What are the four main processes that drive changes 

in allele frequencies in a population? 

2 Define natural selection. 

3 Describe two ways that gene flow can occur between 
populations. 

4 Explain why genetic drift may have a greater impact 
on a small population than a large one. 

5 Explain the notion that low genetic diversity in 
Tasmanian devils relates to an increased risk of 
extinction due to factors such as devil facial tumour 
disease. 

OA 
✓✓ 

• Environmental selection pressures act on phenotypic 
variation in a population-individuals with 
phenotypes well suited to their environment will have 
a greater chance of surviving and reproducing. 

• Alleles associated with the successful phenotypes are 
more likely to persist in the gene pool and increase 
in frequency over time. 

• Gene flow is the movement of alleles into and out of 
a gene pool. It can occur when different populations 
interbreed or individuals migrate between 

populations. 

• Genetic drift is the random change in allele 
frequencies in a population due to chance events. 
Genetic drift has a greater impact on the allele 
frequencies of small populations because they often 
have fewer alleles than large populations. Genetic 
drift can occur when a population decreases for 
a period of time (a bottleneck effect) or in small 
founding populations (the founder effect). 

Analysis 
6 In a population of 150 individuals, 80 are 

homozygous for purple flowers, 40 are homozygous 
for white flowers and the remaining 30 individuals 
are heterozygous. Calculate the allele frequency for 
the purple flower allele. 

I 

~----------------------------------------------------------------------------------------· 
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11.2 Selective breeding 
Evolution througl1 natural selection is an ongoing and, as the name implies, natural 
process. In addition, humans have been manipulating allele frequencies in the 
gene pools of populations for thousands of years through deliberate selection of 
particular individuals. The process by vvhich humans decide ,vhich individuals may 
breed and leave offspring to the next generation is called selective breeding ( also 
known as artificial selection). In this section you will learn about some of the 
potential advantages and disadvantages of selective breeding. 

INCREASING THE FREQUENCY OF DESIRED TRAITS 
Selective breeding has led to improved agricultural crops and the domestication of 
animals for food or other uses (Figure 11.2.1). Darwin, for example, l,ept and bred 
pigeons, gathering information from stockbreeders. Wlule developing his theory of 
natural selection, he observed the success of such selective breeding in producing 
new types of pigeons. 

Througl1 selective breeding, humans choose individual organisms with desirable 
traits and deliberate!)' interbreed them to increase the allele frequency of those 
desired traits in tl1e gene pool. This allovvs certai11 extren1e forms to reproduce 
,vhile preventing others from reproducing. 

There are four basic steps that appl)7 to all forms of selective breeding: 
1 Determine the desired trait. 
2 Interbreed parents that have the desired trait. 
3 Select the offspring with the best form of the trait and interbreed these offspring. 
4 Continue this process until the population reliably reproduces the desired trait. 

All modern crops and livestock were developed by genetic manipulation of 
plant and animal species through this process of selective breeding. Ho,vever, 
new molecular technologies ( e.g. genetic engineering) are being used to alter the 
characteristics of organisms in a more targeted and specific way, and more quickly 
tl1an by traditional selective breeding. Genetic engineering can also allow the 
exchange of genes benveen organisms that normally cannot interbreed. New forms 
of plants and animals developed in this ,vay are ref erred to as genetically modified 
organisms (GMOs).You learnt about GMOs in Chapter 4. 

Selective breeding in plants 
Most selective breeding of plants is done to produce higher-quality food. Typically, 
seeds are collected from the individuals with the largest or most numerous grains, 
fruits, nuts or other part of the plant that will be eaten. Tl1ose seeds are planted and 
the new generation of plants is cross-pollinated ,vith other il1dividuals with similar 
traits. The resulting plants produce larger, more nutritious or more aesthetically 
pleasing food products. 

Maize, or corn (Zea mays) , is one of the most widely grown crops in the world. 
It is tl1ougl1t that maize \¥as selectively bred from a \¥ild grass of the genus Teosinte. 
Modern maize has significantly larger cobs ,vith many more rows of much larger 
kernels compared to the ancestral Teosinte. The higher-yielding modern maize 
provides more food for people than the ancestral form (Figure 11.2.2). 

Many other food crops, such as tomatoes, potatoes and bread wheats, have 
also been modified by selective breeding to have higl1er yields, as vvell as greater 
resistance to common diseases. 

Selective breeding in animals 
Just as crops have been selectively bred for desired traits, so too have many animal 
species. In agriculture, sheep have been selected for the quality and quantity of the 
wool they grovv, dairy co~rs have been selected for the milk they produce, and beef 
cattle for their muscle mass. 

FIGURE 11.2.1 Dairy cows, such as these 
Holstein Friesians, are selectively bred for their 
high milk yields. 

O Selective breeding is the process by 
which animals or plants with desired 
characteristics are bred together to 
produce offspring that will also show 
these characteristics. 

FIGURE 11.2.2 These varieties of maize, grown 
in Mexico, are among some of the fi rst that 
were cultivated from the wild grass Teosinte 
thousands of years ago. 
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I CASE STUDY I 

Selective breeding of edible Australian plants 
For thousands of years Indigenous 
Australians have interacted with and 
influenced the life cycle, form and 
structure of food plants through 
selective breeding. Recently, there 
has been renewed interest in the 
traditional bush plant foods of 
Australia's First Peoples. Some bush 
plant foods have become widely used 
for cooking, often as flavourings, such 
as lemon myrtle and finger lime. The 
macadamia nut, native to Queensland 
and selectively bred to improve nut 
size and flavour, has become popular 
all over the world. Bush tucker foods 

are much more varied than these 
examples and scientific research into 
their potential has only just begun. 

Bush tucker 
One staple food of Indigenous 
Australians living in desert 
environments is the maloga bean 
(Vigna lanceolata). It has an edible 

root and small beans that can be 
eaten raw. Another related species 

is Vigna radiata, the wild mung bean. 
Indigenous Australians did not 
traditionally make use of the bean's 
small black seeds, but in more recent 
times the wild mung been has been 
selectively bred with other plants to 
produce the cultivated mung bean. 

The cultivated mung bean has a 
seed that can be green or black, and 
is more than double the size of the 
wild form (Figure 11.2.3). 

The cultivated plant also grows 
upright, instead of being a wiry 
creeper. 

FIGURE 11.2.3 Seeds of wild mung bean 
(top) and the larger green seeds of the 
cultivated variety (bottom) 

Conservation and use of 
wild genes 
Native wild plants are of interest to 
modern plant breeders. Wild plants 
are a source of genes that may be 
used for crop improvement. For 
example, crosses between wild and 
cultivated mung beans may produce 
hybrid forms best adapted to 
Australian soils and climates. 

To conserve the genetic diversity 
in wild populations for future use, 
samples of native species that are the 
wild relatives of agricultural crops are 
collected and stored in a seed bank. 
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The CSIRO Centre for Plant 
Biodiversity Research has established 
a significant collection of another 
type of native pea, Glycine, which is 
related to the cultivated soybean. 
An Australian species of Glycine has 
resistance to the leaf rust fungus, a 
trait needed for protecting soybean. 

Functional genomics 
Functional genomics aims to identify 
genes that determine particular 
functions. For example, it could be 
used to determine the genes that 
allow plants to grow under drier 
conditions, in saline soils or with 
resistance to fungal diseases. Once a 
gene is identified, collections of wild 
plants can be screened for natural 
variants of the desired phenotype (for 
example, drought resistance). Any 
new and useful alleles discovered 
by genetic screening can be 
incorporated into existing agricultural 
variants through plant breeding by 
cross-pollination. Also, once identified, 
unwanted genes can be switched off 

and desired genes from other species 
can be introduced through genetic 
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When a species has a variety of traits, different traits may be useful in different 
situations. A single wild species can be the original source of a great variety of 
different breeds. For example, it is widely accepted that all domestic dogs were 
selectively bred from a vvolf species. Today there are l1undreds of domesticated dog 
breeds, some of which would be unlikely to survive in the vvild (Figure 11.2.4). 
Examples include soft-mouthed, strong swin1ming dogs such as Labradors, which 
\Vere bred for duck l1unting, and sheepdogs, bred for their intelligence. Humans 
have also selectively bred a wide variety of traits in chickens, horses and many other 
domestic animals to produce gene pools that consistently produce the desired traits. 

POTENTIAL NEGATIVE EFFECTS 
OF SELECTIVE BREEDING 
Most selective breeding requires similar individuals to interbreed. Although this 
increases tl1e allele frequency of tl1e desired trait, it also decreases the frequency of 
all other alleles for this trait. This reduces the genetic diversity v.,ithin the gene pool 
and increases the number of homozygotes in a population. Furthermore, genes do 
not exist in isolation, but are carried on chromosomes v.1ith other characteristics. 
Gene linkage means that selecting for one allele may result in the selection of a 
number of other traits; for example, 'fluffy' cocker spaniels get sore eyes due to 
extra lasl1es on tl1e inside of the eyelid. The success of selective breeding of botl1 
plants and animals may be limited by the presence of undesirable linl,ed alleles 
(Figure 11.2.5). 

Reduced resistance to environmental change 
A population with low genetic diversity is one in which all the individuals are 
very similar. As long as the alleles in tl1e gene pool have a high adaptive \1alue 
for the environmental conditions, the species will persist. However, should the 
environmental conditions and the resulting selection pressures change, it is unlikely 
tl1at the same alleles will still ha\1e the same adaptive values. A single disease could 
potentially v.1ipe out entire populations if none of the individuals are resistant. 

Reduced biodiversity 
Selectively bred species are also replacing wild varieties, reducing the number 
and variability of species (biodiversity) used in agriculture. Low biodiversity, 
combined with lo\v genetic diversity within the selectively bred populations, puts 
global food security at great risk. This risk is increased vvhen there are additional 
environmental selection pressures on populations, such as climate change. The 
loss of a crop species such as sorghum, maize or rice could easily lead to mass 
starvation, if there were no wild varieties to fall back: on. This possibility has led to 
the construction of food arks and seed banks around the world, where the seeds 
of both heirloom and modern varieties are stored. Svalbard Global Seed Vault is 
funded by the Norwegian government and stores seeds for more than 4000 essential 
food crops from around the world, including valuable seed stock from Australia. 

Increased chance of genetic abnormalities 
Selective breeding can also increase genetic abnormalities. For example, many 
purebred dogs are born with conditions that can cause health problems including 
hip dysplasia, deafness and an increased risk of cancers, heart diseases and 
neurological diseases. Other less detrimental traits, such as an underbite caused 
by malformation of the lower jaw, are rare in wild dog populations but relatively 
common in domesticated breeds (Figure 11.2.6). 

Many of these problems are recessive conditions. This means that an individual 
needs two copies of the same allele for the condition to be present. Inbreeding and 
small gene pools great!~, i11crease the frequency of particular alleles. This, in turn, 
increases the likelihood of homozygous recessive conditions. 
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FIGURE 11.2.4 Dogs have been selectively bred 
for particular traits, such as size, coat colour, 
speed, protectiveness, strength and endurance. 

0 Genes that are located close 
together on a chromosome are said to 
be 'linked'. This is referred to as 'gene 
linkage'. 

FIGURE 11.2.s Farmers must select wheat 
varieties with high grain production, as well as 
strong, moderate-length stems. Some varieties 
of wheat have long stems that cannot support 
the weight of the grains. This causes the plants 
to fall over, making it difficult to harvest the 

FIGURE 11.2.6 An underbite is common in 
many domestic dog breeds but is not often seen 
in wild wolves, dingoes or foxes. 
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CASE STUDY ANALYSIS 

Domestication of wild animals 

Silver fox 
Silver foxes are a natural colour 
variant of the red fox (Vulpes vulpes) 

and range from blue-grey to black 
in colour (Figure 11.2.7). They were 
prized for their unusual colour and 
hunted for their fur. 

In 1959, Russian scientist Dmitri K. 
Belyaev began an experiment in which 
he selectively bred silver foxes for 
'tameness' (Figure 11.2.8). He found 
that within eight to ten generations 
the foxes showed clear signs of 
domestication, wagging their tails 
when people approached. However, 
they no longer resembled their wild 

ancestors. Instead, the domestic 
foxes had floppy ears, short or curly 
tails and their fur had changed 
considerably in colour and texture. 
The genes related to 'tameness' are 

carried on chromosomes with many 
other characteristics. 

The selection of this one trait 
affected the inheritance of other 
alleles. By selectively breeding the 
tamest foxes, the allele frequencies 
for other traits changed, resulting 
in domesticated foxes with different 
phenotypes to the original population. 
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I I 

- ] l 
1 · .~ I _ • ~ 

FIGURE 11.2.7 These foxes are both red foxes, Vulpes vu/pes. (a) The silver colour is a natural 
colour variant of (b) the red fox. 

Musk ox 
The musk ox (Ovibos moschatus) (Figure 11.2.9) is a large Arctic mammal, 
prized for its thick, wool-like fleece called qiviut. Qiviut is a prized luxury 
item in North America and musk ox meat is considered a lean alternative to 
beef. Unregulated hunting of the musk ox led to the near extinction of the 
species in the late 1800s. Conservation efforts have allowed the species to 
survive. Hunting restrictions were introduced and musk ox from the surviving 
populations were relocated to repopulate regions where the animals had 
died out. 

In the 1950s, the Musk Ox Farm Project was set up in Alaska in an attempt 
to domesticate the animals. Thirty-three individuals were captured from wild 
populations and selectively bred for domestication. Several other musk ox 
farms appeared after this time, greatly reducing the reliance on hunting. The 
domesticated individuals have been kept as livestock to create sustainable 
farms, in which qiviut is combed out of the living adults. 

FIGUR£ 11.2.s Dmitri Belyaev with his partially domesticated foxes FIGURE 11.2.9 Musk ox (Ovibos moschatus) 
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In many regions of the Arctic Circle, domesticated 

musk ox were released into the wild where the 

native populations had been hunted to extinction. In 

the 1970s, one farm in Northern Quebec closed due 
to poor profits and 54 musk ox were released into 

the wild . Slowly, the native population of musk ox 

has increased to over 1000 adults, all descending 

from domesticated individuals. 

Analysis 
1 What were the reasons for attempting to domesticate the 

musk ox and silver fox via selective breeding? 

2 Compare the success of each program. 

3 What danger does environmental change, such as global 
warming, present to populations that have been selectively 
bred, such as the musk ox population that has been 
returned to the wild? 

r----------------------------------------------------------------------------------------, 

11.2 Review 
SUMMARY 

• Allele frequencies can change as a result of natural 

selection or artificial selection. 

• Selective breeding is the traditional form of artificial 

selection. In selective breeding, humans select 

desired traits and interbreed organisms with these 

traits. 

• There are four basic steps that apply to all forms of 

selective breeding: 

- Determine the desired trait. 

- Interbreed parents who show the desired trait. 

- Select the offspring with the best form of the trait 

and interbreed these offspring. 

Continue this process until the population reliably 

reproduces the desired trait. 

KEY QUESTIONS 

Knowledge and understanding 
1 Identify the steps of artificial selection that would 

lead to the production of large corn cobs. 

2 Outline how selective breeding has changed with 
the development of new technology. 

3 Discuss the case for and against the manipulation 
of plant and animal breeding in agriculture. Use 
some specific examples in your answer. 

4 Explain why some conditions, such as hip dysplasia 
in dogs, are more common in selectively bred 
populations than in wild populations. 

OA 
✓✓ 

• Modern molecular technologies have allowed for 

faster development of genetically modified organisms 
(GMOs) and for the transfer of DNA between species 

that do not naturally interbreed. 

• Agricultural plants are typically bred for high yield 

and high resistance to common diseases. Animals are 

often bred for high quality traits and products (such 

as wool and milk), or for personality traits (such as 

tameness in pets). 

• Selectively bred populations tend to have low genetic 

diversity, meaning that: 

- they are more susceptible to environmental change 

- biodiversity may be reduced if selectively bred 

populations replace wild populations and varieties 

- an increase in the incidence of genetic 

abnormalities can occur. 

Analysis 
5 A typical example of a breeding program in agriculture is 

for increased egg production in chickens. At the start of a 
particular breeding program, the average number of eggs 
per hen per year in a flock was 125. Hens that produced 
the most eggs per year were chosen as the female parents 
of the next generation. Roosters used in the program were 
the offspring of high-yielding hens. The average number 
of eggs per hen per year increased from 125 to 230 over 
15 years, but the rate of increase was slower in subsequent 
years. 

a Explain how the breeding program is an example of 
selective breeding by humans. 

b What possible reasons might account for the decreasing 
rate of increase in egg production over time? 

c What are the possible negative effects on hens of 
increasing their egg production? 

~----------------------------------------------------------------------------------------4 
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O Host immunity is reduced and may 
be lost as bacterial antigens change 
because of mutations in their DNA. 

O Antibiotic resistance is the ability of 
bacteria to survive in the presence of 
antibiotics. 
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11.3 Changes in the genetic 
composition of bacteria and viruses 
Lil<e all species, bacteria and viruses undergo changes in the genetic composition 
of their populations over time. Often these changes are slo,;v, but sometimes they 
can be rapid and this causes problems for health a11thorities trying to contain and 
control the spread of pathogens. 

As you learnt in Chapter 9, adaptive immunity to a pathogen is developed 
~rhen memorJ' B a11d T cells are formed after contact with tl1e patl1ogen's antigens. 
However, if the pathogen's antigens change then immunity will be lost because the 
host's memory B and T cells will no longer recognise the antigens. 

When immunological memorJ' to a particular pathogen is formed it usually 
involves the formation of many different versions of the B and T memory cells, 
reflecting the variety of different antigens present on the pathogen. This means 
that if there are only changes in some antigens then a level of immunity will be 
retained, although it will be less effective than previously. If major changes occur to 
the antigens, then immunological memory may be lost completely. 

In this section you will learn about how some bacteria have developed resistance 
to antibiotics in use today. You will also learn about l1ow viruses become a threat to 
human health through obtaining genes from viruses usually found in other animals. 
You will explore hovv health autl1orities and governments respond to these altered 
or new pathogens in order to maintain the l1ealth of human populations and limit 
the spread of new pathogens. 

BACTERIAL RESISTANCE TO ANTIBIOTICS 
Bacteria are prol<aryotes, having a single circular chromosome. They have sin1ple 
metabolisms and lack some of the DNA check and repair mechanisms present in 
eukaryotic cells. Therefore, tl1e DNA of bacteria is likely to accumulate n1utations 
more quickly than the DNA of eukaryotes; however, such changes tend to be 
relati,,ely slow. As the DNA of a bacterium changes, the antigens on the bacterium's 
surface also change. Individuals who have previously developed immunity to this 
strain of bacteria will no longer have immunity as their immune system vvill not 
recognise the new bacterial antigens. Because of these changes over time, scientists 
n1ay need to modify the composition of vaccines in order to take these changes into 
account. 

A more significant problem that arises in the fight against bacterial pathogens 
is the development of strains of bacteria which are resistant to the treatments 
currently available. 

Bacterial infections are generally treated vvith a class of chemicals called 
antibiotics. These are chemicals which disrupt the normal metabolic activities and/ 
or the reproduction of bacteria (Figure 11.3.1). 

The discovery of the first of these chemicals, penicillin, revolutionised the 
treatment of bacterial infections but now the usefulness of antibiotics is under 
threat as strains of bacteria that are resistant to the effects of the medications are 
evolving. The ability of bacteria to survive in the presence of an antibiotic that they 
,:vere once susceptible to is termed antibiotic resistance. 

Bacteria can resist antibiotics in a variety of ways (Figure 11.3.2) . Bacteria may 
reduce the intake of the drug into the cell, alter the target molecule to which the 
drug attaches, pump the drug out of the cell or enzymatically deactivate the drug. 
If these resistance properties are present in members of tl1e bacterial population, 
the bacteria possessing them ,:vill survive the drug treatment and go on to become 
the dominant population. 
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FIGURE 11.3.1 Mechanisms of antibiotic action 
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FIGURE 11.3.2 Mechanisms of bacterial resistance to antibiotics 

O Antibiotics work in a variety of ways 
to inhibit bacterial metabolism and 
reproduction. 
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f) Vertical gene transfer is the passing 
of genetic information from parents to 
offspring. Antibiotic-resistant bacteria 
pass their resistance to their offspring 
through vertical gene transfer. 

f) Excessive and improper use of 
antibiotics have created a strong 
selection pressure, resulting in 
increased numbers of antibiotic 
resistant bacterial strains. 

In Section 11 .1, you learnt about hovv populations change over time as a result 
of natural selection. Natural selection also acts on populations of bacteria-some 
individuals have a better chance of surviving and reproducing than others and the 
most biologically fit individuals produce the most offspril1g. 

Some individual bacteria have a natural resistance to the effects of a particular 
antibiotic. If a colony of bacteria is exposed to that antibiotic, then the resistant 
individuals will survive the longest and produce the most offspring. It is then likely 
that their offspring will inherit their alleles for antibiotic resistance, increasing the 
number of bacteria resistant to the antibiotic. Tl1e passing of genetic material from 
parent to offspring is called vertical gene transfer (Figure 11.3.3). 

FIGURE 11.3.3 Parents pass their genetic material to their offspring via vertical gene transfer. 

The rapid development of bacterial resistance to antibiotics l1as been attributed 
to two factors - overuse and improper use. 

Overuse of antibiotics 
Widespread use of antibiotics in animal agriculture has exposed many bacterial 
colonies to this strong selection pressure. Antibiotics are used to reduce rates of 
infection, and l1ence increase production, in tl1e farming of sheep, cattle, pigs, 
poultry, fish and even shellfish such as scaUops and oysters. 

Along with overuse in farming, people also overuse antibiotics to figl1t human 
infections. Prescribing of antibiotics to treat very minor infections, vvhich would 
clear up on their own, or even viral infections, for which antibiotics are ineffective, 
l1ave been common over the last decades. This is problematic because every time 
an antibiotic is used there is a chance of selecting resistant bacteria. The resistant 
individuals then go on to produce whole colonies of resistant bacteria. 

Improper use of antibiotics 
Even when an antibiotic is the appropriate treatment, patients often do not 
follo,v the instructions about how and vvhen to tal<e them. Antibiotics disrupt cell 
functioning-this is how they kill bacteria. When a person takes the antibiotic 
their own cell functioning is also disrupted, though not to the same extent as the 
functioning of the bacterial cells, so the patient suffers side effects such as nausea 
and diarrhoea. Consequently, as people begin to overcome the infection, they stop 
taking their medication to avoid the side effects. Improper use of antibiotics results 
in natural selection of the bacteria that are resistant to the antibiotic. 
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Horizontal gene transfer 
Natural selection through the improper use of antibiotics is not the only way 
bacterial colonies gain resistance. Bacteria also have the ability to swap genes witl1 
eacl1 otl1er via horizontal gene transfer (Figure 11. 3. 4). Many bacteria contain 
small, circular DNA molecules, kno,l\,n as plasmids. Plasmids may contain genes 
that gi,,e the bacteria resistance to one or more antibiotics. A bacterium can possess 
several copies of tl1e same plasmid and share these plasmids with other bacteria of 
the same or closely related species, thereb)' passing genes for antibiotic resistance 
to otl1er individuals. 

FIGURE 11.3.4 Horizontal gene transfer allows bacteria to swap genetic material. 

Challenges in treating bacterial disease 
Over time bacteria l1ave become resistant to more and more antibiotics. As a result, 
many antibiotics are no longer effective. Those that remain effective are much more 
toxic to hun1ans. We l1ave now seen the rise of multidrug-resistant tuberculosis 
(MDR-TB) and methicillin-resistant Staphylococcus aureus (MRSA). 

Multidrug-resistant tuberculosis 

The rise in resistant bacteria among those infected with the bacterium that causes 
tuberculosis (TB), Jviycobacterium tuberculosis, is creating an emerging problem for 
l1ealth authorities across tl1e world. Ma11y individuals are contracting a strain ofTB 
that is resistant to the antibiotic rifampicin, the first option for TB treatment (kno,:vn 
as a first-line drug). Of even greater concern is that new strains ofTB with resistance 
to second-line drugs have also appeared (Figure 11.3.5). 
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FIGURE 11.3.5 The rise in the number of cases of multidrug-resistant/rifampicin-resistant 
tubercu losis (M DR/ RR-TB) has been monitored since 2009. 

The rise of these strains of~fB is of particular concern in eastern Europe and 
parts of Asia due to TB's very high incidence in those areas. Studies undertaken 
in 2004 and published in 2006 put the global incidence of antibiotic-resistant TB 
at 2.7% of all TB infections. By 2016, the World Health Organization (WHO) 
had raised that figure to 4.1 %. This seems lil,e a small proportion but when one 
considers that the number of new TB infections \l\1as nearly 9 000 000 in 2002 
when surveillance began, these percentages represent a large number of people and 
a significant drain on health systems to treat patients and prevent the spread of the 
pathogen. In the worst affected countries, the incidence of antibiotic-resistant TB is 
as high as 18% of all new infections. 

f) Horizontal gene transfer is the 
passing of genetic material between 
individuals other than through 
reproduction. Bacteria do this 
through the transfer of plasmids. 

f) Plasmids are small circular pieces 
of DNA found in bacteria. A single 
bacterial cell can contain several 
plasmids. 
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O Antigenic drift is t he slow change 
in viral antigens due to t he gradual 
accumulation of mutations in the 
genetic material of the virus. 

O Antigenic shift is a sudden and 
significant change in viral antigens 
due to the merging of genetic 
material from different viruses. 

Methicillin-resistant Staphylococcus aureus 

Of greater concern at the moment to Australian health officials is methicillin
resistant Staphylococcus aureus (MRSA), especially in Australian hospitals. S. aureus 
is responsible for many wound i11fections follo\ving operations or accidents. The 
first case of MRSA was identified in Britain in 1 961; thereafter, its incidence slowly 
rose across the world. 

Across Australia in 2012, 391 cases were identified. The increase in mortality 
and the increased effort and money required to treat patients witl1 MRSA meant 
that health authorities needed to institute a response to the disease. Follovving the 
introduction of multiple ne\v initiatives the number of M RSA infections has ceased 
to rise and there has even been a small decrease to 290 in 2016- 17. Some of the 
most important health initiatives aimed at slowing the spread of the disease , such 
as enhanced infection control and more regular hand washing, have clearly had at 
least some effect. 

I t \vas initially thought that only people in hospital carried MRSA; ho\vever, 
it is now known that approximately one-third of all people carry S. aureus on 
tl1eir skin and tl1at for arou11d 2°/4 of people tlus is MRSA. On tl1e skin S. aureus 
causes no problems. Disease only occurs v.rhen the bacteria gets into the body. 
At this stage even the most resistant strains of MRSA are still treatable with the 
antibiotic vancomycin, but recently some vancomycin-resistant individuals l1ave 
been identified in bacterial colonies. 

The search for ne\,v antibiotics continues and promisi11g candid.ates have been 
found. H owever, it takes many years after candidates have been identified to develop 
an antibiotic and ensure that it is safe for human use. 

VIRAL ANTIGENIC DRIFT AND SHIFT 
After a host has been infected by a virus, the host's immune system usually 
recognises the specific antigens on the surface of the virus. Once these antigens have 
been identified, the host can mount an immune response to prevent or minimise the 
severity of future infections. However, as in bacteria, genetic changes can lead to 
cl1anges to tl1e antigens on the surface of a virus. Antigenic drift and shift are two 
processes b)1 which viruses change their antigens. 

Antigenic drift 
During replication, viruses naturally accumulate mutations. Some of these mutations 
\;,,1ill result in cl1anges to the antigens on the \riruses' surface. This gradual process of 
antigen change is known as antigenic drift (Figure l l.3.6a). Usually, the changes 
in antigen structure are so minor that the host's immune system will recognise the 
virus if a similar virus has infected the host on a previous occasion. Over a long 
period of time, multiple episodes of antigenic drift can result in significant changes 
in the viral antigens, effectively creating a ne\:V virus. 

Antigenic shift 
Antigenic shift (Figure 1 l.3.6b), by contrast, is a much more abrupt change in 
the genome of a virus due to the re-assortment of genes from different viral strains, 
resulting in significantly different antigens on the surface of the virus. One source 
of antigenic shift is individuals who are sim11ltaneously infected by two different 
strains of a particular virus. In this situation the viruses can s\vap blocks of genetic 
material, giving them ne\:V characteristics. 

Many cases vvhere antigenic shift occurs are zoonotic in origin. This mea11s 
the viruses originated in another species of animal and then acquired the ability to 
infect humans. 
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Virus C has a combination of the 
surface antigens of viruses A and B. 

FIGURE 11.3.6 (a} Antigenic drift is a gradual process that occurs as a result of the accumulation 
of mutations, whereas (b} antigenic shift usually occurs as a result of gene swapping between viral 
strains and can result in significant changes to the virus. 

Antigenic shift can greatly increase the virulence of viruses. Antigenic shift 
~ras responsible for the worst influenza epidemic of all time, the 'Spanisl1 flu'. The 
'Spanisl1 flu' broke out in 1918 as World War I was ending. Initially, as people were 
focused on the \var, the flu did not attract much attention. Ho\vever, by the end of the 
pandemic, an estimated one-third of the world's population had been infected and 
approximately 50 million people (possibly up to 100 million) had died., represe11ti11g 
a mortality rate of 10-203/ci. Some patients died directly from the influenza virus 
and otl1ers from secondary infections, such as pneumonia, contracted while in a 
\Veakened state. While tl1ere is no absolute certainty, genetic analysis of samples 
of the virus suggests that the 'Spanish flu' \Vas caused by an avian (bird-infecting) 
virus that gained the ability to pass from bird to hu1nan through antigenic shift. This 
type of a11tige11ic shift can occur \:\7hen humans and a11imals live i11 close proximity. 
A typical pathway for antigenic shift is shown in Figure 11.3 . 7 . 
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O 'Spanish flu' is one example of 
antigenic shift that probably occurred 
as a result of horizontal gene transfer 
between bird and human flu viruses. 

0 A pandemic is an outbreak of 
a disease that covers a wide 
geographical area. 
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FIGURE 11.3.7 A form of influenza common to birds is passed to domestic ducks. 
A cat in the farmyard living in close proximity to the infected duck catches the virus 
but the cat was already ill with a human influenza virus that it had caught from 
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the farmer. The bird virus, which was previously unable to infect a human, obtains 
genes from the human virus in the cat. The bird virus has undergone antigenic shift 
and is now also able to infect humans. This is a completely new virus to the human 
immune system so it is very virulent because humans have no level of immunity. 
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Challenges in treating viral disease 
1reatment of viruses is highly problematic. l")ublic health initiatives generally focus 
on vaccination, containment and treating symptoms rather than attempting to 
eradicate the infection i11 the patient. 

Vaccination 

0 Vaccines contain antigens from the 
pathogen that trigger the immune 
system to develop antibodies and 
memory B and T cells. Memory cells 
protect against future infections. 

The most importa.nt efforts to eliminate ,riral diseases focus on vaccinating the 
population. By presenting the immune system vvith the antigens from the virus, 
memory cells can be made, ensuring that even if people do come in contact 
,:vith the virus they will not become ill or spread the virus to others. Vaccines, 
however, can only be made for kno,:vn viruses that have been studied and had 
tl1eir antigens replicated in tl1e laborator)7• It is not possible to vaccinate against 
a virus until after it has been observed in the population. New viruses such as 
SARS-Co V-2 (COVID-19) are always going to be a problem for health authorities 
as the development of ne,:v vaccines takes time, during ~rhich many people can 
become ill and even die. Influe11za viruses are of particular concern because they 
can spread rapidly, make people very ill and overwhelm health systems, especially 
as the second wave of infection usually occurs among health professionals treating 
those who vvere infected early in the epidemic. 

I CASE STUDY I 

Australia's COVID-19 vaccine research 
To infect a cell, a virus must insert its genet ic material into a host 

cell. Some viruses do this by making a hole in the host cell's plasma 
membrane and entering t hrough it. All coronaviruses, including 
COVI D-19, use t h is method. 

Coronaviruses are named after the crown-l ike projections on t heir 
surface ('corona' means 'crown' in Latin) (Figure 11.3.8). These surface 
projections are corkscrew-shaped proteins, ca lled spike proteins, which 
uncoil like a spring to pierce the host cell 's plasma membrane. These 
proteins are the obvious antigens to use to create a vaccine; but they 
easily uncoil and once the shape has changed, any antibodies fo rmed 
wi II be ineffective. 

A group of researchers from the University of Queensland (UQ) 
has devised a new approach to this problem, ca lled a 'molecu lar 
clamp'. This is a protein that stops the coronavirus proteins from 
uncoiling, so that when they are introduced to the immune system in a 
vaccine, the shape can be recogn ised, and the appropriate antibodies 
generated. The molecular clamp uses two fragments of a protein 
called glycoprotein 41 (gp41). This protein is found in the human 
immunodeficiency virus (HIV), but the protein alone cannot replicate 
or infect ce lls. Unfortunately, the presence of gp41 in the UQ vaccine 
caused some vaccine tria l participants to return false-positive HIV 
tests. Follow-up tests confirmed that the participants did not have HIV. 
While the UQ vaccine is safe, the interference with HIV testing led to 
the decision to stop trials of the vaccine. Although the UQ vaccine will 
not be used against COVID-19, the molecular clamp technology is an 
important innovation that holds promise for future vaccines. 
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FIGURE 11.3.8 (a) Model of the virus that causes 
COVI0-19. (b) Coloured transmission electron 
micrograph of the virus, showing the crown-like 
projections that give coronaviruses their name 



Containing disease 

Quarantine of infected individuals is probably tl1e most effective metl1od to stop 
,videspread transmission of disease to otl1ers. In some cases, tl1is is relatively easy 
to institute as patients become ill quickly and so are quickly identified and isolated. 
Some viruses, however, have a significant time lag between infection and symptoms 
appearing. If the patient is infectious before syn1ptoms appear, they can spread tl1e 
infection to many others before they are quarantined. Such diseases are especially 
problematic, as was seen with tl1e recent outbreaks of COVID-19. In the absence of 
vaccines or medications, spread was contained through physical distancing, mask 
wearing, border closures and strict quarantine of anyone suspected of infection. 
New diseases such as COVID-19 are especially challenging in today's mobile 
,vorld. An individual can contract a disease on one continent today and spread it 
to another continent to1norrow. In such a ,:vorld, pandemics of some diseases are 
almost inevitable so there is a need for effective treatments as well. 

Viral medications 
While most bacterial infections can be treated witl1 antibiotics, very fe,v specific 
treatments for viruses exist and those that do are highly specific to the particular 
virus concerned. The usual medical response to a virus is to treat the symptoms 
and to try to l,eep the patient alive while tl1eir immune system o,,ercomes tl1e 
infection. Tlus can put significant strain on the healtl1 system if tl1ere are many 
people needing care. 

I CASE STUDY I 

Drug therapy for a virus 
Zanamivir, sold as Relenza®, was designed to target 
the influenza A strains which cause the winter 
influenza outbreaks each year. Like all viruses 
influenza A takes over a cell in the host's body and 
makes that cell produce more viruses. Once the viral 
particles (virions) have been produced they move 

to the outside of the plasma membrane where they 
are attached to proteins on the cell's surface using a 

protein called haemagglutinin. The virus must then 
cut the attachment protein so it can escape and 
infect a new cell. The virus uses an enzyme, called 

neuraminidase, to make this cut. 

Relenza is a drug which attaches to the active site 
of neuraminidase and blocks its action. Figure 11.3.9 
shows how Relenza stops the virus infecting more 
cells. This slows the reproduction of the virus within 
the host's body and gives the immune system more 
time to develop the appropriate antibodies. 

The challenge with the use of drugs such as 
Relenza is first that they are very expensive 
to design and test. Second, as they are highly 
specific in nature (designed to fit in the active site 
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of a particular enzyme), they can become quite 
ineffective if there is a genetic change in the virus 
and the drug is no longer a shape to fit or if the virus 
acquires the ability to circumvent the effects of the 
drug through mutation or horizontal gene transfer. 

FIGURE 11.3.9 Mechanism of Relenza action 
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CASE STUDY ANALYSIS 

Human immunodeficiency virus (HIV) 
Human immunodeficiency virus (HIV) and the response of the 
world's governments, health authorities and medical researchers 
il lustrate how an emerging disease is dealt with. Of course, the 
strength of the response is dependent on the seriousness of the 
disease, how easily it spreads and, sadly, the affluence of the 
people it affects. 

Historical evidence suggests that HIV f irst appeared in humans 
in Africa, in around 1920. From then until the 1970s few cases 
were documented, and they were only identified later when 

research to find t he origin of the virus began. Occasional cases 
were ident ified through the early 1970s but by the end of that 
decade it was recognised that HIV infections and the resulting 
disease, acquired immune deficiency syndrome (AIDS), had 
reached epidemic proportions. By 1980, Al DS had spread across 
the world and cases were appearing on five continents. It was now 
a pandemic. 

U nti I we II into the 1980s, infection with HIV was an effective 
death sentence. In 1981, 337 people were identified with 
symptoms that later were shown to be AIDS; of that group, 130 
had died before the end of the year. The vi rus basically shut down 
the immune system, leaving the patient unable to fight off even the 
m ildest of infections and liable to developing rare and untreatable 
forms of cancer. Doctors were largely unable to help. As more and 
more cases became apparent, the need for a response became 
clear. 

Understanding the pathogen 
First, a source for the disease had to be established. It was 
Dr Fran<;oise Barre-Sinoussi and her colleagues at the Pasteur 
Institute in France who first identified the virus causing AIDS. Later 
researchers using genetic techniques compared the virus to similar 
viruses in non-human animals and it is now widely accepted that 
HIV is a variant of SIV (simian immunodeficiency virus) which 
crossed to humans. More genetic studies of the strains of the virus 
in humans show that there are two separate strains: HIV-1, which 
came from ch impanzees and/or gorillas, and HIV-2, which derives 
from an SIV strain in sooty mangabeys. 

After the cause of the disease had been established the WHO 
stepped in and, along with several governments, began looking for 
treatments, preventatives and cures. 

HIV has proved stubborn. Neither a vaccine nor a cure has been 
developed despite nearly 40 years of research. This is largely 
due to the fact that the HIV virus undergoes regular mutation so 
any vaccine would have only a very limited period of usefu lness. 
Finding a cure has also been elusive. The HIV virus hides out in 
helper T cells in the immune system. You learnt about these cells 
in Chapter 9. The hijacking of the helper T cells explains why HIV 
has such serious effects on the pat ient. 
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FIGURE 11.3 .10 (a) HIV docks with a cell using a CD4 receptor. 
It then uses a second receptor called CCR5 to trick the cell into 
allowing it entry. The virus then releases its RNA and uses an 
enzyme, reverse transcri ptase, to make a DNA copy. Fina lly, 
it uses another enzyme, integrase, to insert its DNA into the 
chromosomes of the host cell. (b) The cell is then forced to make 
various proteases which can build new virus particles. The newly 
made viruses bud off the surface of the host cell ready to infect 
more cells. 



While preventatives and cures have not been discovered, 
many treatments have been developed and more become 
available each year. 

To treat a new disease, a detailed understanding of the 
metabolism and reproduction of the pathogen must be 
acquired. Throughout the 1980s and 1990s intensive 
research into HIV occurred in laboratories across the world, 
resu lting in a good understanding of the virus and how it 
worked. It was discovered that HIV is a retrovirus. That is, 
it uses RNA as its genetic material. Researchers eventually 
established how the virus enters a cell, how it integrates its 
genetic material, the processes it forces the cell to use to 
construct new vira l particles and how the new viral particles 
escape from the cell ready to infect new cells. These 
processes are summarised in Figure 11.3.10. 

Treatment 
As a result of the intensive research undertaken across the 
world, drugs have been developed which target each stage 
of HIV. The classes of drugs that have been invented can be 
seen in Table 11.3.1, along with their modes of action, and 
t heir sites of acti vity are illust rated in Figure 11.3.11. 

TABLE 11.3.1 HIV drugs and what they do 

Drugs 

non-nucleoside 
reverse transcriptase 
inhibitors 

protease inhibitors 

fusion inhibitors 

CCR5 antagonists 

post-attachment 
inhibitors 

integrase strand 
t ransfer inh ibitors 

Target 

block the act ion of reverse 
transcriptase so that the viral RNA 
cannot be copied into DNA 

block the formation of the proteins 
necessary to form the new viral 
particles 

stop the virus from t ricking the cell 
into grant ing entry 

block the receptor CCR5 so t hat HIV 
cannot use it to enter the cel l 

block the co-receptors that HIV uses 
and so deny it entry into the cell 

block the activity of integrase so the 
viral DNA cannot integrate into the 
cell's chromosomes and thus the 
vi rus is prevented from making new 
copies of itself 

As a result of these new drugs, fewer people are dying of 
AIDS (Figure 11.3.12) and many are living longer, healthier 
lives with the disease (Figure 11.3.13). 
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FIGURE 11.3.11 Antiretroviral drugs aimed at HIV: fusion inhibitor, 
reverse transcriptase inhibitor, integrase inhibitor and protease 
inhibitor 
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Public health initiatives New cases of HIV/AIDS worldwide 1990-2017 

While medical approaches have reduced the mortality of 
those who contract HIV, there have been other initiatives 
instituted by governments across the world to reduce 
the epidemic and contain the disease. The most effective 
of these programs has been massive public education 
campaigns, designed to help the public to understand 
the disease and to know how to reduce their chances of 
contracting it. 
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As a result of these campaigns, along with drug therapy 
of those infected to reduce their chances of passing on 
the virus to others, the number of people being infected 
by HIV has dramatically reduced over the last decades 
(Figure 11.3.14). This is despite the increase in the 
number of people who are living with HIV. 

FIGURE 11.3.14 The number of people being infected by HIV 
continues to decrease despite there being more people worldwide with 
the infection. 

While there is currently no cure and no vaccine, the 
epidemic caused by HIV is now fairly well conta ined, 
especially in developed nations. Access to the drugs used 
to supress HIV is still more difficult in developing countries 
due to the sparsity of their health faci lities and the cost of 
the medications. Organisations such as WHO aim to have 
all patients with HIV under treatment in the future in order 
to further reduce the spread of HIV. 

Analysis 
1 Propose why scientists th ink that it will be impossible 

to permanently eradicate HIV infections in humans. 

2 Referring to the graphs above, explain why the number 
of people with HIV is increasing even though the 
number of new infections is decreasing. 

FIGURE 11.3.15 Medical (A) and 
public health (B) pathways for dealing 
with emerging infectious disease 

DEALING WITH AN EMERGING DISEASE-A SUMMARY 
1~he approach to dealing with new or newly virulent diseases involves two basic 
pathways, medical and public l1ealth, witl1 both of the paths involving more than 
one aspect. F igure 11.3.15 summarises the pathways involved . 

Identify that a new disease has appeared in humans. 

A B 

t 
Identify the pathogen causing the disease. Start procedures to stop the spread of the disease. 

I 

t 
Identify the source of the pathogen. Is it a pathogen Quarantine infected, 

Begin public health 
that has crossed from another species or is it a human or possibly infected, 

announcements about 
pathogen that has mutated into something new? individuals and isolate how to reduce the 

the most vulnerable 
spread of the pathogen. 

members of society. 
t 

Search for stable antigens I I 
Research the metabolism 

on the pathogen that will 
and reproduction of the 

promote an immune 
pathogen. Continue until the new response in humans. 

disease is no longer 
a threat. 

Develop treatments 
Develop a vaccine and 

against the pathogen that 
begin a vaccination 

disrupt its metabolism 
program. 

and/or its reproduction. 

Use treatments to reduce 
First vaccinate all at-risk 

morbidity and mortality 
people, then the whole 

in the those infected and 
population to create 

to reduce the spread of 
herd immunity. 

the disease. 
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11.3 Review 

SUMMARY 

• Both bacteria and viruses possess ant igens which 
must be recognised by the immune system for an 
immune response to occur. 

• Genetic mutations can change a pathogen's 
antigens and they may no longer be recognised 
by the host's immune system, leading to a loss of 
immunity. 

• Inappropriate use of antibiotics selects antibiotic

resistant strains of bacteria. 

• Antibiotic-resistant bacteria create a chal lenge for 
health systems as treatment becomes more diff icult. 

• Bacteria can obtain resistance to antibiotics th rough 
horizontal gene transfer. 

• Multidrug-resistant tuberculosis (MOR-TB), caused 
by Mycobacterium tuberculosis, and methicil li n
resistant Staphylococcus aureus (M RSA) are two 
bacterial strains that are provid ing challenges to 
modern health systems. 

KEY QUESTIONS 

Knowledge and understanding 
1 Explain the difference between antigenic drift and 

antigenic shift. 

2 Describe the role of secondary viral hosts such as pigs in 
creating novel viruses which infect humans. 

3 What is meant by the term 'antibiotic res istance'? 

4 Why does developing drugs to treat viruses take such a 
long time? 

5 State an important challenge to the development of 
vaccines against viruses such as HIV. 

Analysis 
6 Influenza viruses are named according to the variants of 

two proteins that they contain: haemagglutinin (H), which 
the virus uses to infect the cel l, and neuraminidase (N), 
which it uses to leave the cell. One variant of influenza 
is seasonal H 1 N 1. This is a common variant of influenza 
that is covered by the annual vaccine. In 2007 a novel 
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• Viruses undergo antigenic change due to the slow 
accumulation of mutations, called antigenic drift. 

• Viruses that infect humans can also merge with 
animal viruses to create new/novel viruses in a 
process called antigenic shift. 

• In the absence of a vaccine viruses can be treated 
using specially designed antiviral drugs, such as 
those designed to treat HIV. 

• Creation of antiv iral drugs requires a detailed 
knowledge of the structure and functioning of the 
virus. 

• Quarantine of affected individuals is an important 
method of reducing the spread of novel viruses. 

• Emergent diseases are treated using a combination 
of medical interventions, such as vaccines and 
medication, and the spread of disease is prevented 
using public health initiatives, such as quarantine 
and education about how to reduce infections. 

variant of H 1 N 1 appeared. This was a new subtype 
with some new characteri stics. It was named pandemic 
H 1 N 1 by health authorities. Some testing of individuals 
to assess their antibody levels was undertaken in 
2007- 2008. An antibody titre is determined by taking 
the patient 's serum, diluting it and exposing it to t he 
antigen to be tested. The titre is the maximum dilution 
which still gives a positive response. A higher va lue 
represents a stronger immune response. 

Refer to the table below to answer these quest ions. 

a i Which group has the st rongest antibody response 
to the pandemic H 1 N 1 before vaccination? 

ii Propose why th is group has the strongest 
response. 

b Explain whether the data supports the proposition 
that the pandemic H 1 N 1 is a novel/new viral stra in. 

c Using the data and your knowledge of the immune 
response, explain why older adu lts cou ld benefit 
from a second dose of vaccine against seasonal 
influenza. 

Antibody titre before and after seasonal flu vaccine, 2007-2008 

Age group 

ch ildren 

younger adults 

older adu lts (60+) 

Antibody titre before administration of 
seasonal flu vaccine 

seasonal H 1 N 1 pandem ic HlNl 

42 10 

46 25 

3 1 92 

Antibody titre after administration of 
seasonal flu vaccine 

seasonal H 1 N 1 pandem ic HlNl 

574 12 

578 54 

143 97 

~------------------------------------------------------ - ---------- - ------ - --- - ----------- 4 
CHAPTER 11 I GENETIC CHANGES IN A POPULATION OVER TIME 385 



Chapter review 

I KEY TERMS I 
adaptation 
adaptive value 
allele 
allele frequency 
antibiotic resistance 
antigenic drift 
antigenic shift 
artificia l selection 
biodiversity 
bio logical fitness 
bottleneck effect 
deoxyribonucleic acid (DNA) 

evolution 
founder effect 
gamete 
gene flow 
gene pool 
genetic diversity 
genetic drift 
genotype 
germline mutation 
heterozygote 
homozygote 
horizontal gene transfer 

I REVIEW QUESTIONS I 

Knowledge and understanding 
1 Recall the name given to an individual that has two 

different alle les for the one gene. 

2 Which of the following is the source of new alleles? 

A gene flow 

B natural selection 

C genetic drift 

D mutation 

3 Define environmental selection pressure. 

4 Describe three key factors that contribute to natural 
selection. 

5 a Recent studies of human and ch impanzee genomes 
have shown that populat ions of ch impanzees living 
near each other show greater genetic diversity than 
human populations spread on different continents. 
Explain how th is supports the hypothesis that 
the human population experienced a genetic 
bottleneck about 75 000 years ago when Mt Toba, 
a supervolcano in Sumatra, erupted. 

b The genetic bottleneck is one hypothesis to explain 
the lack of human genetic diversity. Another is that 
human genetic diversity is low because we are the 
result of a series of fou nder populations. Explain 
why the descendants of founder populations have 
low genetic diversity. 
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mutagen 
mutation 
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natural selection 
phenotype 
reproductive success 
selection pressure 
selective breeding 
somatic mutat ion 
trait 
vertical gene transfer 
zoonotic 

6 Compare gene flow and genetic drift as mechanisms 
for changing allele frequencies in populations. 

7 Consider the following four popu lations: 

1 a large population experiencing large environmental 
changes 

2 a small popu lation experiencing large environmenta l 
changes 

3 a large population in a stable environment 

4 a small popu lation in a stable environment 

What is the expected rate of evolution, from fastest to 
slowest, in these populations? 

A 3, 4, 1, 2 
B 4, 2, 3, 1 
C 1, 2, 3, 4 
D 2, 1,4,3 

8 Compare natural and artificial selection. 

9 Selective breeding: 

A reduces biodiversity 
B reduces resistance to environmental change 

C increases genetic abnormalities 

D all of the above 

10 How do antigenic drift and shift present a problem for 
the immune system? 



Application and analysis 
11 A study involving 23 832 individuals in Lagos, Nigeria, examined the incidence of the 

blood groups A, 81 AB and O in the population. The data on the incidence of the various 
alleles is shown in the table below. 

Incidence of blood groups A, B, AB and 0, Lagos, Nigeria 

Blood group I Genotype I Number of individuals 

0 ,o,o 12700 

A /A/A 467 

/A/0 4871 

B 1a1a 403 

1a1o 4523 

AB 1A18 868 

Use the following formula to ca lculate the allele frequencies in the population. 

2(number of homozygotes) + (number of heterozygotes) 
allele frequency = 2(t t I b f . d' .d 1 ) x 100 o a num er o ,n 1v1 ua s 

a What is t he frequency of the 1° allele? 

b What is the frequency of the /A allele? 

c What is the frequency of the /8 allele? 

12 View the diagram of a hypothetical 
beetle population at right. Each 
population started with one phenotype 
for colour- population 1 had all purple 
individuals, population 2 had all light 
pink individuals and population 3 had 
all red individuals. 

phenotype genotype 

-:©- plpl 

~ p lp1 

* p2p2 

population 2 

population 1 

population 3 a Name the process that has 
occurred to result in the phenotype 
distribution shown in the diagram. 

b Describe the importance of this -m--m * 11 ~ « 
-:©---- ~ 

process in natural selection. 

c Identify the population with the 
highest frequency of the P1 al lele. 
Show your calculation for th is 
population. 

d Predict the cohsequence of 
environmental change leading to 
negative selection of the P2 allele in 
population 2. Refer to phenotype, 
genotype and allele frequency in 
your answer. 

e A flood completely isolated 
population 3 from the others and 
75% of the population died. After 
the flood subsided, environmental 
conditions stabilised and returned 
to the previous conditions. Over 
ti me, the predominant phenotype 
was dark. Name the process and 
describe the key points. 

-n} -n} .. ---r-----~il -n} -fl -fl 
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13 You are studying two populations of butterflies. 
Population 1 has 78 individuals and 14 of them 
display a rare colour variation. Population 2 has 237 
individuals and t hree of t hem display the rare co lour 
variation. Using the terms 'genetic drift' and 'bottleneck 
effect', discuss how the populations' allele frequencies 
are li kely to be affected by a natural disaster. 

14 The varying degrees of the sickle-cel l disease are 
determined by the following combinations of alleles in 
individuals. 

Normal 
haemoglobin 

• • 

Sickle-cell trait Sickle-cell disease 

• • 
Heterozygotes show greater resistance to the mosquito
borne parasite Plasmodium falciparum, which causes 
malaria, than do individuals with normal haemoglobin. 

a Identify the process that caused the Hb5 allele to 
appear. 

b Identify the process resu lting in the increased 
heterozygote frequency in regions where malaria is 
endemic. 

Sickle cell t rait in Australia compared 
to b d . . roa er regions over time 

Q) 20 
0. I 
0 
Q) 
0. 
0 
0 

:; 15 
0 
~ 

>.. 
Q) 

0. 
.. - - • I• 

-V> 
0 10 

..... 
0 
V> 
>.. 
<'Cl 
Q) 

>-
1990 1995 2000 

Year 

I 
I 

2005 2010 

- the world - Australia - Australasia 

2011 

c Describe qualitatively the prevalence of the Hb5 allele 
in Australia compared to the global prevalence. 

15 Red-bellied black snakes are predators of cane toads. 
Describe the kind of evidence that would indicate 
biological evolution of red-bellied b lack snakes 
in relation to cane toads, rather than short-term 
physiologica l change or learned behaviours. 
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16 Rabbit calicivirus is a disease that was introduced 
into the Australian mainland in 1995 and Tasmania in 
1997. The purpose of the int roduction was to reduce 
the number of wild rabbits as they had reached plague 
levels and were causing land degradation. Initially, 
m illions of rabb its died but by 2005 numbers were 
again rising as the rabbits developed resistance to the 

• virus. 

a Explain how resistance to calicivirus has developed. 
Ensure you refer to allele frequencies in your answer. 

b Is the action of ca licivirus on the Austra lian rabbit 
population an example of artificial or natural 
selection? Explain your reason ing. 

c The Department of Primary Industries introduced 
a new and more virulent strain of calicivirus into 
Tasmania in March 2017. Explain if th is is li kely to 
be more successful in eradicating the rabb it from 
Tasmania. 

17 Cancer is not usually transm issible between individuals 
but at least one known exception to this exists. Devil 
facia l tumour disease is passed between individual 
Tasmanian devils (Sarcophilus harrisi1) when they 
bite each other. Tasmanian devils are aggressive and 
frequently bite each other when competing for food or 
even while mating. The facial tumour eventually makes 
eating impossible and the devil dies from starvation. 
Ecologists fear that the devi l facial tumour will result in 
the extinction of the Tasmanian devil, so considerable 
research has been done to try to solve the problem. 
Two promising lines of research are being investigc1ted. 



It has been shown that less aggressive devi ls are much 
less likely to be infected with the devil facial tumour 
and that members of the popu lation of Tasmanian 
devi ls in north-west Tasmania have what appears to be 
some level of genetic resistance to the disease. It has 
been suggested that selective breeding of devils for 
either resistance, low aggression or both traits could 
help to stop the Tasmanian devil becoming extinct. 

a Explain how selective breeding in a captive 
population of Tasmanian devils could be used to 
help increase the survival chances for the species. 

b Discuss any possib le negative consequences for 
the gene pool of the Tasmanian devil from such a 
program. 

18 a Viruses have the potential to cause a pandemic. 
Propose two characteristics that a virus needs to 
possess in order to cause a pandemic disease. 

b How might these conditions arise? 

19 A drug company is testing a chemical recently 
extracted from a fungus th.at they believe has the 
potential to be developed into a new antibiotic for use 
in humans. They take 500 identical agar plates; half 
of them have plain nutrient agar and the other half 
have nutrient agar and the newly discovered chemical. 
Bacteria from the same co lony are grown on the plates. 
The plates are incubated at 37°C for 24 hours and are 
then examined for bacterial growth. 

a State the independent variab le in this experiment. 

b State two controlled variables. 
• 

C I After 24 hours, the plates are examined. The plain 
nutrient agar plates are covered with bacteria. 
Most of the plates with the new chemical have 
no bacteria l growth; however, one of the plates 
has a single colony growing. How has this colony 
survived when al l the other bacteria have died? 

ii Does this result suggest that the development of 
this antibiotic should be abandoned? 

20 Between 2000 and 2004 the incidence of multidrug
resistant tubercu losis (MOR-TB) was monitored across 
t he world. The data collected is shown in the tab le 
below. 

Incidence of n1ultidrug-resistant tuberculosis (MOR-TB), worldwide, 
2002-2004 

Region 

North America, Austra lia, 
Japan and Western Europe 

Latin America 

Eastern Europe and Russia 

Africa and the Midd le East 

Asia (excluding Japan) 

Number of 
people tested 

2499 

985 

1153 

665 

12330 

Number of 
people testing 
positive for 
MOR-TB 

821 

543 

406 

156 

1572 

a For each region calcu late the percentage of people 
tested who had a st ra in of TB that is resistant to 
treatment. 

b i Based on the data, which region had the highest 
incidence of MOR-TB? 

ii Explain why percentages needed to be calculated 
before analysing the data. 
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Learning outcomes 
By the end of this chapter, you wil l have an understanding of the changes 
in species over time and you will be able to give an account of the evidence 
from palaeontology to support biological change over time. You wi ll also be 

able to explain evidence of speciation as a consequence of isolation and 
genetic divergence. 

Key knowledge 
• changes in species over geological time as evidenced from the fossi l record: 

faunal (fossil) succession, index and transitional fossi ls, relative and absolute 
dating of fossils 12.1 

• evidence of speciation as a consequence of isolation and genetic divergence, 

including Galapagos f inches as an example of allopatric speciation and Howea 
palms on Lord Howe Island as an example of sympatric speciation. 12.2 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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FIGURE 12.1.2 (a) Geological layers can be seen 
at Fossil Cove, Tasmania, Australia. 
(b) Ammonite fossi ls embedded in rock 

0 Evolutionary time scales are 
measured in 'million years ago' (mya). 

...... ... ................... ... ................... .... ...................... ...................... ................... 

12.1 The fossil record 
The conditions on Earth l1ave always determined the variety of living organisms 
that can exist. Earth's atmosphere has changed remarkably over time. T l1e early 
Earth, vvhich formed 4.6 billion years ago, was volcanically very active and the 
atmosphere ,vas very different from that of today (Figure 12.1. 1). Conditions 
allo,ved the formation of biomolecules, and cellular life evolved, with the earliest 
prokaryotes experiencing an atmosphere lacking in oxygen. Climates changed over 
time, and there have been multiple ice ages and l1ot, dry periods. The movement of 
continents l1as greatly affected the distribution of seas and area of land, with major 
consequences for organisms. 

In this section, you will learn about the significant changes in species over 
geological time as evidenced from the fossil record. 

FIGURE 12.1.1 When Earth formed 4.6 billion years ago from a hot mix of gases and sol ids, it had 
almost no atmosphere. 

GEOLOGICAL TIME SCALE OF EARTH 
The history of Earth and evolving life can be chronologicall)' followed using the 
geological time scale, which covers events that have occurred on Earth from its 
f orn1ation to the present time. 

The geological time scale is constructed using the order of rocks laid down in a 
sedimentary rock sequence (a relative time scale in ,vhich the oldest rocl,s are at the 
bottom), and the fossilised remains of ancient animals and plants within the rock 
strata (Figure 12.1 .2) . Today geologists also use techniques such as radiometric 
dating to directly determine the age of rocl,s. 

The geological time scale is divided into many subdivisions. The largest of these 
subdivisions is the eon. Eons are subdivided into eras, which are further subdivided 
into periods, and into still smaller subdivisions called epochs (Table 12.1.1). 
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TABLE 12.1.1 Geological time scale in millions of years ago (mya) 

Quaternary Holocene 0.01 • modern plants • evolution of humans 

Pleistocene 2.58 

Neogene Pl iocene 5.33 • angiosperms dominate • marnmals diversify, including 

Miocene forests and grasslands primates 
23.03 • whales appear in oceans 

Palaeogene Oligocene • angiosperms continue • many primate groups appear 
33.9 to dominate 

Eocene • angiosperms continue • mammals continue to d iversify 
56.0 to dominate 

Palaeocene • angiosperms continue • mammals, birds and pollinating 
66.0 to dominate insects diversify 

Mesozoic Cretaceous • angiosperms become • dinosaurs become extinct 
dominant • mammals d iversify or further 

develop 
• birds diversify 

145.0 • first primates 

Jurassic • conifers abundant, f irst • age of reptiles, some flying 
. 

reptiles angiosperms 
201.3 • first birds 

Triassic • con ifer trees dominate • first mammals 
forests • first dinosaurs 

• reptiles dominate land 
252.2 • amphibians decline 

Palaeozoic Permian • early seed plants • reptiles diversify 
develop, including • fami liar insects develop 
cycads and early • many land vertebrates 
conifers • many marine invertebrates 

298.9 become extinct 

Carboniferous • first large swamp forests • insects become more common 
358.9 of vascular land plants • first reptiles 

Devonian • tree-like vascular • fishes and coral reefs common 
land plants, includ ing 

419.2 lycopods; ferns appear 

Silurian • first small vascular land • many coral reefs, shells 
plants, many algae • first animals on the land-

443.8 amphibians and invertebrates 

Ordovician • types of large algae • many invertebrates 
485.4 • first vertebrates- f ishes 

Cambrian • more types of algae • animals with bodies protected 
appear by shells 

541.0 • first fishes appear 

Ediacaran • some algae • soft-bodied animals 
• a few fossi ls of animals with jel ly-

635 like bodies found from this period 

• first an imal traces 
• mult icellular l ife develops in shallow warm seas 
• fossils rarely found from this time period, due to the age of 

2500 the rocks and the soft fragile bodies of these organ isms 

• bacteria (prokaryotes) abundant 
• fossi l ised and living stromatolites from this eon are still found 

on Earth today 
• oldest known sedimentary rocks, and oldest 'fossil' remains-

4000 chemical traces of l iving th ings 

Hadean time 4600 • solidif ication of the Earth from a ball of molten rock 

Note: The Proterozoic eon, Archaean eon and Hadean t ime are collect ively known as Precambrian time. 
Hadean t ime is not a geologica l era/eon/per iod. 
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FIGURE 12.1.3 Palaeontologists studying 'Lyuba', 
one of the best-preserved woolly mammoths 
(Mammuthus primigenius) . Lyuba was a female 
calf that died about 40 000 years ago at the age 
of about one month. Woolly mammoths became 
extinct about 10000 years ago. 

FIGURE 12.1.4 Macrophotograph of a fossil ised 
midge insect (family: Ch ironomidae) found 
embedded in Baltic amber. The insect is related 
to present-day non-biting midges, and more 
distantly to mosquitoes. It is about 40 million 
years old and from the Late Eocene epoch. 

O The fossil record provides evidence 
of changes in species over geological 
t ime. 

O Fossilisatio~ is a rare e~ent, so our 
understanding of organisms from t he 
past is limited. 

EVIDENCE FOR EVOLUTION 
Evolution is a process of change. The modern theory of evolution states that all 
living organisms share a common origi11 that dates back to 3.8-4.1 billion years ago. 
The earliest organisms were bacteria and, o\rer a long period of time, very different 
groups of organisms diverged from tl1ese early forms of life. Some groups became 
extinct, while others evolved to become the types of organisms that vve see today. 
Evidence for biological change over time can be found in the fossil record and 
by comparing organisms' features (structural morphology) and DNA sequences 
(molecular l1omology). You \¥ill learn about structural and molecular features as 
evidence of evolution in Chapter 13. 

FOSSILS 
Palaeontology involves the study of ancient life represented by fossils (Figure 
12.1.3). Fossils are the preserved remains, impressions or traces of organisms 
found in rocks, amber (fossilised tree sap), coal deposits, ice or soil (Figure 12.1.4). 
1~he fossil record refers to the total number of fossils that have been discovered, 
and it provides evidence of the evolution of living organisms through geological 
time. Fossils tell palaeontologists about the kinds of organisms that lived in the past, 
\¥hat they loolzed like, and where and \¥hen they lived, allovving them to develop an 
evolutionary time scale. 

Fossilisation process 
Fossilisation is the preservation of the hardened remains or traces of organisms 
in rocks. 

The chances of an organism becoming fossilised after death are small. Soft
bodied organisms are unlilzely to be preserved, because soft body parts decay 
readily or are st1bject to predation and scavenging. Fossilised remains are usually 
hard structures that are not easily destroyed or are slo,:v to decompose, such as 
bone, shell, vvood, leaves, pollen and spores. 

Fossilisation is more likely to occur vvhen a11 organism is buried by sediments. 
T his reduces the chance of decay, due to lack of oxygen for decomposer 
microorganisms, and hides the organism from scavengers. When sediments of sand, 
silt or mud in the sea, a lake or slo,:v-flo,:ving stream accumulate over the organisn1, 
the organism is preserved. The weight of many layers of sediments squeezes out 
the vvater between the particles of sand, silt or mud. As the deposit deepens, the 
temperature increases and soft sediments become solid rock-sa11dstone, siltstone, 
mudstone or shale ( a mixture of clay and silt) (Figure 12 .1. 5) . 

Sediments accumulate in bodies of \:Vater such as seas, estuaries and lakes, 
hence a large propor tion of fossils are found where ancient bodies of water 
existed. Fossils of shells formed in this way in "fasmania. In the Carboniferous and 
Early Permian periods (about 280 million years ago) , a marine gulf formed tl1e 
Tasmanian Basin. The basin filled with mud and silt washed down from glaciated 
uplands. The sedim ents formed layers of mudstone, siltstone, sandstone and some 
limestone. Tl1e basin later became a larger plain, with lakes and freshwater streams 
that deposited more sediment layers. Fossils of shells, fishes (including lungfish) 
and amphibians have bee11 found in siltstone and sandstone at Mt La Perouse in 
Tasmania (Figure 12. 1.6). 

Organisms on land are less likely to be preserved than those that live in aquatic 
environments. For example, plants that grow along river banks or the edge of 
svvamps, where sediments can trap leaves, fruits and seeds, are more likely to be 
fossilised than plants that grow only on rocky outcrops where water bodies are not 
present. D elicate plant parts such as flowers are rarely fossilised, although some are 
preserved by being buried rapidly, for example by ash from an erupting volcano. 
T he fossil record preserves only certain sorts and parts of organisms under certain 
environmental conditions, which consequently limits evidence of past life and our 
understanding of it. 
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a death of the b decay of soft c sediment d uplift, erosion e discovery 
organism tissues and burial accumulation and exposure 

FIGURE 12.1.s The sequence of events leading to the formation and subsequent discovery of a fossil. (a) The organism dies and 
(b) is buried. (c) Sediments accumulate and solidify to rock. (d) Subsequent uplift, erosion and exposure (e) lead to its discovery. 

FIGURE 12.1.6 Fossil shells, fishes 
(including lungfish) and amphibians 
about 280 million years old have been 
found at Mt La Perouse in Tasmania. 

I CASE STUDY I 

The oldest stegosaur 
In 2019 the remains of a new genus and species 
of stegosaur were discovered in Morocco 
(Figure 12.1.7), suggesting stegosaurs are older 
and were more geographically widespread than 
previously believed. The new species, named 
Adratiklit boulahfa, is the first stegosaur to be 
found in North Africa and is dated to the middle 
Jurassic period, about 168 million years ago. Most 
stegosaur fossils date to the late Jurassic period, 
from 155 to 150 mill ion years ago, and are found 
in Europe and the United States. A. boulahfa 

places the stegosaurs further back in time than 
palaeontologists previously thought- about 
100 million years earlier than Tyrannosaurus rex. 

lJ 
fossil 
shell 

D Tasmanian basin 

FIGURE 12.1.1 Complete stegosaur skeleton in the Natural History Museum 
in London. Remains of a new stegosaur genus and species were discovered in 
Morocco in 2019. 
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FIGURE 12.1.s Sandstone block split open to 
show a rare impression fossil of a terminal bud 
from an Equisetum horsetail plant from the 
Triassic period 

FIGURE 12.1.9 Examples of minera lised fossils. 
(a) Petrified wood from the Petrified Forest, 
Arizona, USA. This fossil is from the Late 
Triassic, when the forest was rapidly buried 
under volcanic ash. (b) Rock containing a fossil 
of a Phareodus sp. fish from the Eocene epoch. 
(c) Coloured scanning electron micrograph 
(SEM) of fossil ised diatoms, single-celled 
planktonic algae. Diatoms have a wall of silica 
that provides protection and support, which is 
read ily fossilised. These diatoms are from the 
Miocene epoch. 

Types of fossils 
1,he four main types of fossils are impression fossils, mineralised fossils, trace fossils 
and mummified organisms. 

Impression fossils 
Impression fossils are left vvl1en tl1e entire organism decays but the shape or 
impression of the external or internal surf ace remains (Figure 12 .1. 8) . In some 
rocks, such as limestone, the fossils retain their iliree-dimensional shape, but in 
rocks (e.g. shales) or coal deposits tl1at are physically compressed, fossils are 
flattened. Impressio11 fossils include the internal surface of a shell, tree trunks and 
plant leaves. If the vacant space of the mould is later filled with foreign material, a 
tl1ree-di1nensional 'sculpture' of the orga11ism is for1ned. This is called a cast fossil . 

Mineralised fossils 
Mineralised fossils occur when minerals replace the spaces in structures of 
organisms, such as bones. Minerals may eventually replace the entire organism, 
leaving a replica of the original fossil ( e.g. petrified wood). This process is known 
as mineralisation ( or petrification). Minerals can include opal, p)rrite and silica 
(Figure 12. 1. 9). 

Trace fossils 
Trace fossils (also known as ichnofossils) are the preserved evidence of an 
animal's a.ctivity or behaviour, without containing parts of the organism. Transient 
impressions or footprints would be considered trace fossils, as ,vould casts of 
burrows or even coprolites (fossilised faeces) (Figure 12.1.10). 

FIGURE 12.1.10 Examples of trace fossils. (a) Fossil worm burrows (Arthrophycus sp.) from the early 
Silurian. (b) Coloured SEM of a section through a coprolite (fossil ised faeces) from a dinosaur 

Mummified organisms 
Mummified organisms are those tl1at have been trapped in a substance under 
conditions that reduce decay and experience little change. When organisms are 
preserved relati,,ely intact and normal decomposition has not occurred, they 
pro,,ide a useful record for paleontologists. In order for mummification to occur, the 
body of a dead organism must not be eaten by scavengers and must then either be 
frozen or rapidl)' buried. Both freezing temperatures and a lack of oxygen prevent 
microbial decay. Mummified organisms become exposed and can be discovered 
,ivhen there is uplift of the Earth's surface, erosion or glacial melting. 
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Examples of mummified organisms include insects trapped in amber, leaves 
that still contain carbon (Figure 12.1.11), and animals frozen in ice or trapped in 
a peat bog (known as 'bog body') (Figure 12.1.12). Fossil mummified animals, 
including huma11s, can have hair and skin preserved in a dehJrdrated state, while 
limbs and occasionally entire bodies are preserved in peat bogs and tar pits. 

FIGURE 12.1.12 Mummified body of Tollund Man, dated 220-40 BCE. 
This well-preserved body of an adult man was discovered in 1950 in a bog 
at Tollund Mose in Jutland, Denmark. 

BIOFILE 

Fossil footprints 
Trace fossils of footprints are formed 
when an organism steps into soft mud. 
The impression is then covered with 
loose sand so that the footprint is filled. 
The sand in the footprint eventually 
consolidates and is compacted into 
sandstone. Finally, when the rock is split 
open along the bedding surface, the 
origi·nal footprint is revealed. 

FIGURE 12.1.11 This leaf from the coal deposits 
in Anglesea, Victoria, is a mummified fossi l and 
still contains carbon. It was preserved in layers 
of mud sandwiched between the layers of coal. 
Many of the fossils are rainforest plants related 
to those that survive today in the wet tropics of 
Queensland. The environment at Anglesea must 
have once been wet and warm. 

Fossils appear when rock slowly forms 
around objects buried in mud. As the 
rock forms, the shape and anatomy 
of buried animals and plants can be 
preserved, including tracks such as 
these footpri nts. 
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O Transitional fossils exhibit features 
that are intermediate between 
ancestral and descendant groups, 
indicating a progression from one 
form to another. 

BIOFILE 

Dinosaur Cove 
Dinosaur Cove, on the southern coast 
of Victoria, is famous for its fossil 
deposits. An ancient stream flowed 
through the site 106 million years ago, 
depositing soft sand and mud, which 
turned to rock. Dinosaur bones were 
trapped in these sediments. 

Dr Tom Rich and Dr Pat Vickers-Rich 
found and described small, bipedal 
dinosaurs (hypsilophodontids). At the 
time that these dinosaurs lived near the 
cove, Australia was further south and 
connected to Antarctica. Although not 
frigidly cold, winter was a long period 
of darkness. The hypsilophodontids 
had large optic lobes in their brains, 
meaning that they could probably see 
well in the dark. 

Cretaceous bird tracks on a slab of 
sandstone found at Dinosaur Cove, 
southern Victoria, Australia 

Transitional fossils 
Transitional fossils provide evidence for an intermediate evolutionary form 
bet\:veen an ancestor and its descendants. A transitional fossil exhibits common 
traits bet\i\1een the ancestral group and descend.ant group, often providing a link 
between related species that appear to be very different. For example, fossils of 
Archaeopteryx (Figure 12.1.13) confirm the transition from dinosaurs to modern 
birds. Archaeopteryx is a genus of bird-lilze dinosaurs that possesses similarities to 
non-avian dinosaurs, such as a long, feathered tail and small teeth. Hovvever, unlil<.e 
non-avian dinosaurs, Archaeopteryx also has fligl1t feathers and wings. 

~~~ Compsognathus 

sharp teeth 

short 
forelimbs 

clawed hand ___,, 

(theropod) 

pubis 

gastralia 

Archaeopteryx 

long tail 

reversed 
first toe 

three-clawed 
hand 

repti lian teeth 

long forelimbs with 
~ wing-like proportion 

furcula (wishbone) 

Gallus 
(chicken) 

no teeth 

furcu la 
(wishbone) 

theropod-like 
pubis 

metatarsal 
not fused 

large 
breastbone 

long bony tail 

short pygostral 

pubis rotated 
backwards 

reversed 
first toe 

fused metatarsa ls 

reversed first toe 

FIGURE 12.1.13 The skeletal structure of Compsognathus (theropod), Archaeopteryx and Gallus 
(chicken), showing the structures that are similar between the three organisms 
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Dating fossils 
1~he age of a fossil is almost as important as its physical details because it gives a 
time scale of evolution. The age of a fossil can be determined by relative dating or 
by absolute dating metl1ods. 

Relative dating 

Relative dating is based on stratigraphy. Stratigraphy is the study of the relative 
positions of the rocl, strata (singular: stratum), or la'),ers, some of which contain 
fossils. The lowest stratum is the oldest and the upper strata are progressively 
younger. The age of a fossil is estimated relative to the kno,~1n age of the layers of 
rocl, above and below the layer in which the fossil is found (Figure 12 .1.1 4). For 
example, if a layer containing fossils lies below rock that is dated at 200 million 
years old, then the fossils must be at least that age or older. Relative dating can be 
difficult in areas where rock layers have been eroded away, or where rocks have 
been buckled, moved or reburied, altering the original sequence of strata. 

Fauna} succession is a fundamental principle of stratigraphy that states that 
tl1e fossils contained in sedimentary rock strata succeed one another in a predictable 
order, even when they are found in different places. The age of strata from different 
geographic regions can be estimated by comparing the fossils within the rock layers. 
When the same sequence of fossils is found at another location, it is likely that the 
rock strata containing them are from the same geological time. 

An index fossil (sometimes known as an indicator fossil) is a fossil used to 
defi11e and identify geological periods. Sometimes the only way to age a fossil bed 
is by using index fossils together with stratigraphy. Index fossils are commonly 
found fossils from similar sites for whicl1 an absolute age has been determined. For 
example, in Europe the same type of ammonoids (extinct molluscs) are found i11 

different regions. A species of ammonoid fossil is called an index fossil because it 
indicates that the rocl,s at each locality are of similar age (Figure 12.1.15). 

E 

D 

C CB~ ~ 
B ' 

Site 1 

layer 'C' includes the ammo no id 
index fossil 

E 

D {#; 
~ 

C ~ cyj 

B 

Site 2 

FIGURE 12.1.15 Stratigraphic comparison of sites in different parts of the world provides evidence 
of the relative age of particular strata. The ammonoid (mollusc) fossils of known age at site 1 are 
the same as at site 2, so the two strata are assumed to be the same age (even though site 1 has an 
additional, younger layer, F, at the top) . The ammonoid is an index fossil for the age of all the other 
fossils in the fossil layer at site 2. 

f) Relative dating estimates the age 
of an object relative to another by 
comparing their positions in rock 
layers. 

youngest stratum 

fossil bed 

• 

oldest stratum 

FIGURE 12.1.14 Relative dating assumes that 
rock strata (layers) are laid down in the order 
of the formation- the bottom stratum is the 
oldest, and the top is the youngest. 

f) The principle of fauna! succession 
states that fossils succeed each other 
in a predictable order, even when 
found in different geographic regions. 

f) An index fossil is a fossil that 
is characteristic of a particular 
time period. They are abundant, 
widespread and distinctive, and from 
a narrow span of geological time. 
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I CASE STUDY I 

Two fossil sites of inland Australia 
Riversleigh in north-west 
Queensland 
Riversleigh and the nearby Gregory River 

contain one of the great fossil sites in the 

world. Extinct animals are preserved in 

limestone of various ages, dating back to more 

than 30 million years (Oligocene period). The 

fossils at this site reveal the story of ancient 

rainforest animals and plants that once lived 
in inland Australia. Fossil remains of the 

extinct marsupial Oiprotodon optatum have 

been uncovered from the ancient bed of the 
Gregory River. These animals were probably 

killed by crocodiles as they came to drink 

from the river, and their bones accumulated 
as fossils in layers of sands and gravels 

(Figure 12.1.16). These particular fossils are 

approximately 1 million years old (from the 

Late Pleistocene). 

Koonwarra in Gippsland, Victoria 
At Koonwarra in Gippsland, Victoria, scientists 

have uncovered a great diversity of organisms 

trapped in the bed of an ancient lake 

(Figure 12.1.17). The fossils are preserved in 

mudstone 115 million years old. Many of the 

fossils are fishes and the fossil site is named 

the 'Koonwarra fish beds'. One plant fossil is 

a leaf of Ginkgo. Today, the Ginkgo (G. biloba) 

is native to China, but trees of this genus were 

probably once widespread in the world, as 

evidenced by the 115 million-year-old fossil 

from Koonwarra. 

a 

b 

tertiary limestone cliffs 

ancestral Gregory River 

Diprotodon 
optatum Pallimnarchus-l ike 

crocodile 

' 

FIGURE 12.1.16 (a) Formation of fossils in the ancestral Gregory River, 
about 1 mil lion years ago and (b) giant wombat Diprotodon optatum 

b 

FIGURE 12.1.11 (a) Fossil fish and (b) Ginkgo leaves, 115 million years old, found at Koonwarra, Victoria 
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Absolute dating 
Absolute dating provides a more precise estimate of age, although it does not 
mean that it provides an exact date. Radiometric dating, thermoluminescence 
and electron spin resonance are all methods of absolute dating that are used to 
determine the age of fossils. 
• Radiometric dating is a quantitative technique used to determine the 

proportion of particular radioactive elements, isotopes, within rocks around the 
fossil or sometimes within the fossil. Radioactive elements decay into different 
forms (e.g. uranium to lead, rubidium to strontium) at rates that are constant 
for a particular element. The rate of decay of the element is independent of the 
nature of the rocks or the environmental conditions to which they are exposed, 
so they act as accurate clocks. The half-life of a radioactive element is the time 
taken for half the element to decay, and can be used to calculate the age of the 
rocl, in which it is contained. (Figure 12.1.18). 
Particular isotopes are used depending on the time scale involved. For example, 
the half-life of radioactive carbon-14 (14C) allovvs an estimate of the age of 
carbo11-bearing materials to be calculated up to about 58 000-62 000 years of 
age. The method of radioactive carbon dating is limited to samples not older 
than 60 000 years, because by that age there is very little 14C left. For samples 
older than 60 000 years, potassium-40, which is found in volcanic rock, can be 
used. As the volcanic rock cools, its potassium-40 decays into argon-40 with a 
half-life of 1.25-billion-years. 
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FIGURE 12.1.18 Carbon-14 (14C) dating. The age of a fossil can be determined by measuring the 
proportion (percentage) of 14C to carbon-12 (12C) in a sample. When the fossil ised organism was 
alive, its 14C to 12C ratio was constant (the same as the atmosphere). From the time the organism 
died the amount of 14C reduced because it decays at a known rate to nitrogen-14. The 14C decays 
by half every 5730 years (its half-life}, as shown in the graph. 

• Thermoluminescence is a technique that can be used to date objects such 
as pottery, cooking heartl1s and fire-treated tools that are up to 500 000 years 
old, older than is possible with radiocarbon dati11g. Thermoluminescence is the 
emission of light from a mineral when it is heated .. The amount of light emitted 
is proportional to the amount of radiation an object has absorbed-the older 
the object, the more light it emits. The intensity of the light can be calibrated to 
reveal hovv much time l1as passed since the object vvas last heated or burnt in a 
fire. This technique is used to date artifacts related to human evolution. 

C) Absolute dating provides a numerical 
age or date range of an object using 
techniques such as radiometric dating 
and thermoluminescence. 
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• Electron spin resonance (ESR) is used to date calcium carbonate in limestone, 
coral, fossil teeth, molluscs and egg shells. Palaeoanthropologists have used ESR 
mostly to date samples from the last 300 000 years. Unlil,e thermoluminescence 
dating, the sample is 11ot destroyed with the ESR method, which allo,;vs samples 
to be dated more than once. 

Information from fossils 
Fossils provide an indication of the appearance and structure of an organism, 
but other inforn1ation can also be gained or inferred from examining fossils. For 
example, animal fossils have been found with young in the uterus or inside eggs or 
guarding eggs (Figure 12.1.19). If young are fossilised next to adults, it is likely that 
the animal parented the young for a period (Figure 12.1.20). If large numbers of 
organisms are fossilised together, it could be surmised that they lived in herds. The 
contents of the animal's last meal may even be preserved in the stomach region of 
the fossil. 

FIGURE 12.1.19 A nest of fossilised dinosaur eggs with remains of dinosaurs inside. The eggs are 
estimated to be at least 65 million years old. 

FIGURE 12.1.20 This dinosaur nest with 15 one-year-old Protoceratops andrewsi discovered in the 
Djadokhta formation in the Gobi Desert, central Asia, suggests these animals were growing together 
with some sort of parental care. 
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CASE STUDY ANALYSIS 

Fossils and the environment: Using fossil teeth 
In one study, the enamel of fossil teeth deposited 
during the period of the Miocene/Pliocene boundary 
(between 6 and 8 million years ago) from a large range 
of species across the globe were analysed to determine 
their ratio of two isotopes of carbon: carbon-12 and 
carbon-13 (13C). These two isotopes are incorporated 
during photosynthesis to a different extent by plants 
using C3 and C4 photosynthetic pathways: C4 plants have 
a lower proportion of 13C. The carbon is utilised by, and 
incorporated into, animals that eat the plants. 

In the C3 photosynthetic pathway, carbon dioxide is 
initially incorporated into 3-phosphoglyceric acid, which 
contains three carbon atoms. In the C4 pathway, carbon 
dioxide is initially incorporated into oxaloacetate, which 
contains four carbon atoms. Ultimately, both pathways 
result in the production of glucose. Eighty-five per cent of 
modern plants use the C3 pathway. This group includes 
most cereal crops, like rice, wheat, soybeans and peas, 
some grasses and most tree species. About 3% of modern 
plants, including a few crops such as sugar cane, sorghum 
and maize, some grasses and most sedges, use the C4 

pathway. 

Analysis of modern plants shows that plants using the 
C3 pathway contain a greater proportion of 13C than plants 
using the C4 pathway. 

Fossil teeth from the period from 8 to 6 million years 
ago contain gradually decreasing levels of 13C. This 
indicates that the animals had an increasing proportion 
of C4 plants in their diet. C4 plants photosynthesise more 
efficiently than C3 in lower carbon dioxide concentrations. 
Using these two observations, scientists have postulated 
that this gradual change in diet of the animals indicates a 
decreasing concentration of atmospheric carbon dioxide. 
This is one hypothesis about conditions in the past. 

The shift to C4 metabolism is also correlated with falling 
mean atmospheric temperatures, as C

3 
metabolism is 

more efficient at higher temperatures (like those found in 
the tropics today). 

As with all methods of determining past environments 
using fossil evidence, this method should not be used on 
its own. Confidence in conclusions comes from using a 

variety of different methods and obtaining a range of data 
that supports the same hypothesis. 

Analysis 
1 Identify at least two assumptions that the conclusions 

of this study rely upon. 

2 Discuss the possible effect of a rise in carbon dioxide 
levels on the sugar cane industry in Queensland. 

3 Contrast conditions 8 million years ago with those 
6 million years ago. 

4 From the data related to 13C, infer how competition 
between C3 and C4 plants altered their abundance 
through the period from 6 to 8 million years ago. 
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12.1 Review 

SUMMARY 

• The fossil record is the record of the occurrence and 
evolution of living organisms through geological time 
as inferred from fossils. 

• Fossils are the preserved remains, impressions or 
traces of organisms found in rocks, amber (fossilised 
tree sap), coal deposits, ice or soil. 

• There are four main types of fossils: 

- impression fossils 

- mineralised fossils 

trace fossils (ichnofossils) 

- mummified organisms. 

• Fossilisation involves: 

1 death of the organism 

2 burial of the organism by sediments 

3 the weight of many layers of sediments squeezing 
out water between the particles of sand, silt or mud 

4 soft sediments become solid rock-sandstone, 
siltstone, mudstone or shale (a mixture of clay 
and silt) as the deposit deepens, and pressure and 
temperature increase. 

KEY QUESTIONS 

Knowledge and understanding 
1 What types of organisms or parts of organisms are 

most likely to be fossilised? Why? 

2 Explain the difference between an impression fossil, a 
cast fossil and a trace fossil. 

3 Define stratigraphy. 

4 What is an index or indicator fossil? 

5 Explain the difference between relative dating and 
absolute dating of fossils. 

• Dating of fossils can be determined by: 

OA 
✓✓ 

- relative dating based on stratigraphy and faunal 
succession, which places the age of a fossil 
according to, or relative to, the known age of layers 
or strata of rock above and below the layer of rock 
in which the fossil is found 

- using index fossils, which are commonly found 
fossils from similar sites for which an absolute age 

has been determined 

- absolute dating using radiometric dating, 
thermoluminescence or electron spin resonance. 

• Transitional fossils are any fossilised organisms 
that show intermediate traits and evidence of major 
change, such as animals moving from aquatic to 

terrestrial habitats. 

• The fossil record is not a complete record of all past 
life because the chance of a fossil forming is small. 
Often only hard parts of organisms are preserved and 
only under certain environmental conditions. 

Analysis 
6 The half-life of 14C is 5730 years. 

a If a fossil sample originally included 1.0 g of 14C, 
how much would be left after 5730 years? 

b How much would be left after 11 460 years? 

c How many years would it take for the amount to 
be0.125g? 

I 

I 
I 
I 
I 
I 
I 

~----------------------------------------------------------------------------------------~ 
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12.2 Speciation 
Evolution is the change in the genetic composition of populations over time. Thjs 
can be observed as changes in allele frequencies and phenotypes in a population 
over time. As you learnt in Chapter 11 , natural selection is a driving force of 
evolution. It causes alleles to increase or decrease in frequency, depending on their 
adaptive valt1e in their environment. New species can evolve in response to changes 
in environmental conditions, as a result of chromosome duplications or after 
populations become isolated and accumulate genetic differences (i.e. mutations) 
over time (Figure 12.2.1) . In this section, you will learn about the mechanisms that 
lead to speciation . 

C, Evolution is the change in the 
genetic composition of a population 
during successive generations, which 
may result in the development of new 
species. 

FIGURE 12.2.1 (a) Medium ground finch (Geospiza fortis), (b) warbler finch (Certhidea o/ivacea) and (c) common cactus finch (Geospiza scandens 
intermedia) are species of finches found on the Galapagos Islands. These species evolved from a common ancestor but each has different physical 
characteristics. 

DEFINING SPECIES 
A species is defined as a group of individuals that are genetically similar enough 
to interbreed and produce viable offspring that are able to reproduce (Figure 
12.2.2). A species can also be thought of as a gene pool that is isolated from the 
gene pools of other species. While this definition of species fits most groups of 
organisms, there are exceptions. For instance, organisms that reproduce asexually, 
particularly single-celled organisms, can be difficult to categorise into discrete 
species. Also, species covering a wide geographic range may vary subtly over that 
range. Adjacent populations may freely interbreed, but the t\vo extreme ends of 
the range may be genetically incompatible. The current definition of species is also 
problematic because species cha11ge over time. 

C, A species is a group of organisms 
that can interbreed to produce viable, 
fertile offspring. 

C, Viable offspring are offspring that 
are fertile and able to survive and 
breed the next generation. 

FIGURE 12.2.2 Koalas are able to interbreed 
to produce viable fertile offspring and thus are 
considered to be the same species. 
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FIGURE 12.2.3 (a) Australia's southern boobook 
is closely related to (b) the New Zealand 
morepork. The two species are separated by a 
geographical barrier. 

@ An ecological niche is the role 
and position a species has in its 
environment. 

GENETIC ISOLATION 
Genetic isolation ( also called reproductive isolation) occurs when alleles are no 
longer exchanged betwee11 populations. The mechanisms of genetic isolation are 
classified into two main types: 
• before reproduction-prezygotic isolation 
• after reproduction-postzygotic isolation. 

Prezygotic isolating mechanisms 
Prezygotic isolating mechanisms are those that typically prevent individuals 
from different populations from interbreeding; in other \VOrds, they prevent 
fertilisation or mating from occurring in the first place. Less common f orn1s of 
prezygotic isolating mechanisms vvork after breeding takes place; these prevent 
gametes from fusing and forming a zygote. There is a variety of prezygotic isolating 
mecl1anisms that worl, to prevent interbreeding at different stages. 

Geographical (spatial) isolation 
Geographical isolation occurs when populations are separated by physical and 
geographical barriers, such as oceans, deserts, mountain ranges and glaciers. For 
example, the southern boobook (Ninox boobook) (Figure 12.2.3a) is an Australian 
owl that is genetically distinct from the Nevv Zealand owl, morepork (Ninox 
novaeseelarzdiae) (Figure 12.2.3b). One reason that they are genetically isolated is 
that the Tasman Sea separates them. 

Ecological isolation (or niche partitioning) 
Populations occupy different ecological niches \Vithin the same ecosystem. 
For example, Eucalyptus baxteri (brown stringybark) and Eucalyptus verrucata 
(Mt Abrupt stringybark) are closely related species that grov.r side by side in the 
Gran1pians, in Victoria. E. verrucata grovvs on upper slopes on rocky sites and 
E. baxteri occurs on lower slopes in deeper soils. This ecological isolation means 
that the t\:vo species are usually reprodt1ctively isolated, bt1t sometimes their 
flowering times overlap and neighbouring trees will interbreed. Their offspring are 
fertile but are generally found only along the border (ecotone) betvveen the two 
species. The obvious boundary between species can be seen in Figure 12.2.4. 

FIGURE 12.2.4 Brown stringybark (Eucalyptus baxteri) (seen in the background of this image) and Mt 
Abrupt stringybark (Eucalyptus verrucata) (seen in the foreground) grow in the same ecosystem but 
in different niches. The different ecological requirements and flowering times of these two species 
mean that their populations are mostly reproductively isolated. 
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Temporal isolation 

Temporal isolation (temporal means relating to time) occurs vvhen the breeding 
cycles or active times of populations do not overlap. For exan1ple, a nocturnal 
animal is unlikely to breed with a diurnal one. Likewise, many similar plant species 
v.rill flower at slightly different times of the year, preventing cross-pollination. 

Behavioural isolation 

Behavioural isolation occurs when behaviours such as mating calls and 
courtship rituals are different. This isolating mecl1anism is only possible in animals. 
An example is mate attraction to different types of vocal signals, such as bird songs 
or frog calls, which are unique to species. Behavioural isolation is often the result of 
sexual selection ( see belovv). 

Structural or morphological isolation 

Morphological isolation occurs when two populations live close enough to 
interact, bt1t are unable to interbreed due to physical differences. For example, 
if the reproductive organs of different species are pl1ysically incompatible then 
individuals will be unable to mate. This can also occur if the individuals are different 
sizes. For example, a sparrow could not breed with an albatross. For more-similar 
species, even slight differences can prevent mating, such as tl1e different breeding 
pheromones produced by different moth species. 

Gamete mortality 

In gamete mortality, egg and sperm fail to fuse in fertilisation. For example, 
the sperm of one species may not be able to 'find' the egg of anotl1er ,~itl1out tl1e 
appropriate signalling molecules, or the conditions of the female reproductive 
tract of one species may not sustain tl1e sperm of another species. Pollen may not 
germinate on tl1e style of tl1e flower of anotl1er species because of a chemical barrier 
preventing sperm from reaching an egg. 

Sexual selection 

S exual selection is a form of natural selection in which mates are chosen based 
on specific traits, such as antler size, tail featl1er lengtl1 or colourful plumage. The 
different appearance of males and females of some species is known as sexual 
dimorphism and it is a result of sext1al selection of particular traits over many 
generations. Most animals exhibit some level of sexual selection in which at least 
one biological sex selects tl1eir mate based on specific traits. Altl1ougl1 it may appear 
tl1at mates are chosen on the basis of an irrelevant characteristic, tl1e chosen traits 
are often indicators of good l1ealtl1, strengtl1 and fitness or high adaptive value. The 
alleles of tl1ese beneficial traits may then be inherited by offspring. Sexual selection 
is very common in birds. For example, barn swallovvs (Hirundo rustica) select mates 
on tl1e basis of the lengtl1 of tail streamers, which indicate healtl1 and fitness. 

Animals may compete with members of tl1eir own sex for mates of tl1e opposite 
sex. Animals such as sea lions, antelope and kangaroos come into direct pl1ysical 
conflict over mates, usually resulting in a si11gle male winning tl1e right to mate 
v.rith a large number of females . These conflicts ensure that the individuals vvith tl1e 
'fittest' phenotypes are tl1e ones that are most likely to produce more and healtluer 
offspring after mating. In tl1is way, the 'fitter' alleles are more likely to be inherited 
by tl1e next generation and increase in frequency in tl1e gene pool over time. 

BIOFILE 

Sexual selection in 
bowerbirds 
The bowerbird selects a mate on the 
basis of the showiness, structure and 
colour of the bower it builds from 
collected objects. Satin bowerbirds 
(Ptilonorhynchus vio/aceus) are found 
in wet forests in the southeast of 
Australia and females are attracted 
to males that build a bower using 
blue objects (Figure 12.2.5a). Great 
bowerbirds (Chlamydera nuchalis) 
occur in the tropical ecosystems of 
northern Australia and females are 
attracted to males that build bowers 
using white, green and red objects 
(Figure 12.2.5b). Although the 
species are geographically isolated, 
their difference in mate attraction is 
an example of sexual selection and 
behavioural prezygotic isolation. 

FIGURE 12.2.s (a) Female satin bowerbirds 
(Ptilonorhynchus violaceus) are attracted 
to mates, li ke this male bird, that bu ild 
bowers using blue objects, while (b) female 
great bovverbirds (Ch/amydera nuchalis) are 
attracted to mates that build bowers using 
white, green and red objects. 
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FIGURE 12.2.6 The zonkey is a hybrid individual 
resulting from the interbreeding of a zebra and 
a donkey. 

Postzygotic isolating mechanisms 
Postzygotic isolating mechanisms are those that typically prevent a zygote of 
tvvo different species from developing into a fertile adult. The offspring resulting 
from interbreeding between individuals from different species are called hybrids. 
An example of a h)rbrid is a zonkey-the offspring of a zebra and a donkey 
(Figure 12.2.6). 

Hybrid inviability is a mechanism of reproductive isolation in ,vhich the 
sperm from one species does successfully fertilise the egg of another species to 
form a hybrid zygote, but the hybrid zygote has unmatched (non-homologous) 
chromosomes. As a result, normal embryonic development cannot proceed because 
of the lack of homologous chromosome pairs in the zygote. The zygote does not 
typically survive long. 

Sometimes the zygote strrvives and undergoes cell division but the offspring 
does 11ot develop fully and will not reach adulthood. This is known as reduced 
hybrid viability . .lv1ost hybrids that do develop into adulthood are sterile; that is, 
tl1ey are incapable of producing offspring themselves (Figure 12.2.7) . Hybrid 
sterility usually results from problems during gamete formation. 

FIGURE 12.2.1 (a) Eastern grey kangaroos (Macropus giganteus) were crossed with a very similar but separate species, (b) the western grey kangaroo 
(Macropus fuliginosus) . (c) The resulting male joeys were all sterile. 

@ Speciation is the evolution of new 
species from an ancestral species. 

ALLOPATRIC SPECIATION 
Speciation is the evolution of new species from an ancestral species. There are 
different evolutionary mechanisms that lead to speciation, but the most common 
form of speciation is allopatric speciation. 

Allopatric speciation occurs when a population becomes di,,ided by a 
geograplucal barrier. T he spatial isolation prevents individuals of the separated 
sub-populations from interbreeding. 

Over time, different environmental selection pressures and genetic drift dri,,e 
change in the allele frequencies of the two sub-populations. Eventually, tl1e two sub
populations may diverge genetically and morphologically, to the point ,vhere they 
can no longer successfully interbreed, should they come into contact again; that is, 
they may become tvvo distinct species (Figure 12.2.8). 
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2 Geographical isolation 
separates ancestral 
popu lation. 

3 Mutation and natural 
selection lead to 
differences in t he gene 
pool and phenotypes 

1 Ancestral 
population 

-

of the two populations. ~:::::,,~ 

4 Reproductive isolation 
leads to the evolution 
of two different species. 

FIGURE 12.2.s Geographical isolation leads to allopatric speciation. 

Australia can be divided into a number of distinct regions of biodiversity that 
are isolated geographically by water, mountain ranges and deserts. For example, 
the southwest corner of Western Australia has a very high number of endemic 
species (species that are only found in one region) due to its geographical isolatio11 
by the ce.ntral arid zone. Tasmania also has many endemic species as a result of its 
separation from the Australian mainland by Bass Strait (Figure 12.2.9) . 

BIOFILE 

Ligers 
A liger is the hybrid offspring of a 
male lion (2n = 38) and a female 
tiger (2n = 38). Ligers also have 
a diploid number (2n) of 38. 
However, despite having the same 
number of chromosomes, because 
of differences in the genes in the 
two species, meiosis is rarely 
successful in ligers. Ligers typically 
experience hybrid sterility or hybrid 
breakdown. 

All ligers have been bred in 
captivity because the natural 
ranges of tigers and lions do not 
overlap. The two species are 
naturally geographically isolated in 
the wild. 

This liger is the hybrid offspri ng of a Siberian tiger 
and a lion. 

O Allopatric speciation occurs after 
populations are geographically 
isolated. 

• • 
. • • • 

• • 

• • .... 

FIGURE 12.2.9 Tasmania has a high number 
of unique species that are not found on the 
mainland, such as the leatherwood (Eucryphia 
/ucida) . 
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CASE STUDY ANALYSIS 

Isolation within a canyon: 
Drosophila on the verge of speciation 
A canyon in Israel, aptly ca lled Evolution Canyon, is home to 

the fruit fly Drosophila melanogaster. The canyon spans only 

100-400 m but it has very different microclimates on each 
side (Figure 12.2.lOa). Different populations of D. melanogaster 
inhabit the north-facing and south-facing slopes (Figure 

12.2.lOb). Although the flies are capable of travelling across 

the canyon, they maintain separate populations on either side 

of the canyon and exhibit marked differences in body size, and 
to lerance to heat and desiccation, among other characteristics. 

They also prefer to mate with files from the same slope. 

Researchers have been studying adaptation in these 

populations. One measure is genetic d istance (D). If two 

populations have many alleles in common, they have a small 

genetic distance, but if the populations have few alleles in 

common then there is a greater genetic distance, indicating 

genetic divergence (Table 12.2.1). Two identical populations 
have a D value close to zero. A D value > 0.15 represents a 

large genetic distance. 

a 

b 

north-facing slope 

north-facing slope 

high frequency 
hsp708aP 
allele 

400m 

100 m 

The D. melanogaster populations 15 km apart in 

the Congo have a large genetic distance, but the 

D. melanogaster populations only 400 m apart in 

Evolution Canyon show an even greater genetic 

distance. 

Researchers also mapped microsatellites (non

cod ing, short, repetitive DNA regions) to study genetic 

diversity and gene f low. Genetic differentiation (Fsr) is 

another genetic measure that uses microsatellites. The 

distance between microsatellite regions can show the 

degree of difference between populations. This measure 

also indicates whether the populations reproduced 

with each other in the past. A large, interbreeding 

population has little to no genetic differentiation and 

therefore an Fsr value of zero or close to zero. When 

populations become isolated and gene f low declines, 
genetic distance and genetic differentiation of the gene 

pools increase (Table 12.2.2). 

south-facing slope 

south-facing slope 

600x more solar radiat ion 
warmer 
drier 
more variable climate 

low frequency 
hsp70BaP 
al lele 

FIGURE 12.2.10 Drosophila melanogaster in Evolution Canyon are a model population for studying evolution. (a) Evolution Canyon in Israel. 
(b) Drosophila melanogaster populations occupy different slopes of the canyon, which have different microclimates. 
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Fsr va lues are on a scale of 0- 1: 

0 means low differentiation (populations free ly interbreed) 

> 0.25 means a high degree of differentiation 

> 0.5 means very high degree of differentiation 

1 means populations are completely separate with no gene 
flow. 

Tables 12.2.1 and 12.2.2 show the results of these 
analyses for the Evolution Canyon populations and other 
Drosophila species or popu lations. 

TABLE 12.2 .1 Genetic distance between Drosophila populations . 
or species 

Population or species comparisons 

D. melanogaster in Evolution Canyon 
(north-facing slope vs south-facing 
slope) 

D. melanogaster vs 0. simulans 

Genetic distance (D) 

0.566 

0.5-0 .6 

D. melanogaster (two popu lations, 0.44 
15 km apart, Congo) 

Table 12.2.1 shows that the genetic distance between 
the Evolution Canyon populations of D. melanogaster 
(D = 0.566) is similar to the genetic d istance between 
the different species D. melanogaster and D. simulans. 
Despite being only 400 m apart, they show greater genetic 
distance than two populat ions separated by 15 km in t he 
Congo. 

Analysis 

The Evolution Canyon Drosophila also had a much 

higher genetic differentiation score (Fsr = 0.361) than 
the same species in other locations, meaning they are 
more genetically isolated and have little gene flow with 
other Drosophila popu lations, including the ones across 

the canyon (Table 12.2.2). The O and Fsr data together 
suggest that the Evolution Canyon Drosophila populations 
may become separate species if the genetic isolation is 
maintained. 

TABLE 12.2 .2 Genetic differentiation in populations of Drosophila 
melanogaster 

Populations Microsatel I ite 
differentiation (Fsr> 

Evolution Canyon (north-facing slope 0 .361 
versus south-facing slope) 

Ca liforn ia, Zimbabwe, Kenya 0.121 

The researchers also analysed gene sequences. One 
locus of interest is a regulatory region for the heat shock 
protein (hsp) 70Ba, which has a normal allele and a 
variant allele. The north-facing slope flies had an almost 
30-fold higher f requency of the variant allele, ind icating 
very limited gene flow between the populations. Therefore, 
although these popu lations occupy the same canyon, they 
are genetically isolated. The researchers conclude that, 
while some gene flow occurs, these popu lations are close 
to being separate species. They propose the microclimates 
on the north and south slopes of the canyon are driving 
adaptation of the populations and speciation. 

1 In the Drosophila populations, the hsp70Ba gene has a variant allele named hsp70BaP. For simpl icity, we will cal l the 
normal allele A and the variant allele P. The table below lists the number of individuals analysed and their genotype. 

Genotype data for hsp70Ba locus in Drosophila in Evolution Canyon 

Population 

north-faci ng slope 

south-facing slope 

Number of individuals 
analysed 

96 

124 

Homozygous 
(PP) 

5 

0 

Heterozygous 
(AP) 

55 

3 

Homozygous 
(AA) 

36 

121 

a Copy and complete the table. Calculate the frequency of the P allele in each popu lation. 

b Calculate the ratio of this allele in the north-facing slope and south-facing slope populations. 

c Identify the evidence leading the researchers to conclude that 'gene flow is low but not zero' . 

Frequency of P allele 
(%) 

d The researchers conclude that, 'The 0. melanogaster case presented here, however, is unique not only in detecting 
massive f ine-scale genetic differentiation in a very mobile organism but in revea ling genetic changes associated 
with developing speciation driven by adaptation to local environments'. Infer the specific type of speciation the 
researchers identified. Justify your choice. 

2 Evaluate the influences of geographical isolat ion and gene flow in the speciation of Drosophila fl ies inhabiting the 
north-facing and south-facing slopes of Evolution Canyon. Use the genotype data from the hsp70Ba locus in the 
table above and your understanding of the principles of speciation. 
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I CASE STUDY I 

Allopatric speciation in the coast banksia 
The coast banksia (8anksia integrifolia) is one of the 
largest and most common banksias on Australia's east 
coast (Figure 12.2.l la). 

It grows as far north as Mackay in Queensland and as 
far south as Port Ph illip Bay in Victoria (Figure 12.2.l lb). 
Over this extensive geographica l range, populat ions vary 
in t he shape of their fruits and particularly in their leaves. 

Four forms have been identified. Plant taxonomists 
have recognised three of these forms as varieties or 
subspecies of 8anksia integrifolia. The fourth form, 
8anksia aquilonia, was original ly identified as another 
subspecies but is now recognised as a re lated but 
distinct species. Geographical ly, 8. aquilonia is separated 
from the 8. integrifolia subspecies by more than 200 km. 
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: VIC 
' 

subsp. 
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~ 
subsp. 

· .compar 

' . "'. ·-· - ..... 
subsp. ,~ 
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A molecu lar study using a DNA fingerprinting 
tech nique (called amplified fragment length 
polymorphism or AFLP) confirmed that the three 
8. integrifolia subspecies are genetica lly dist inct from 
one another and different also from 8. aquilonia. The 
tech nique also confirmed t hat plants with a leaf shape 
intermediate between subspecies are the resu lt of 
gene f low between populations. The distributions and 
characteri stics of the species and subspecies of coast 
banksias are summarised in Table 12.2.3. 

FIGURE 12.2.11 (a) Coast banksia, Banksia integrifolia. (b) Distribution of 
the different forms of coast banksia 

TABLE 12.2.3 Distribution and characteristics of species and subspecies of coastal banksias 

Species and subspecies 

8. integrifo/ia subsp. compar 

8. integrifolia subsp. monticola 

8. integrifolia subsp. integrifolia 

8. aquilonia 

Distribution 

scattered d istribution, southern 
Queensland and north-eastern NSW, 
coastal 

south-eastern Queensland and north
eastern NSW, montane regions above 
650 m in altitude 

southern Queensland, NSW, Victoria, 
coastal 

north-eastern Queensland, coasta l 
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Form 

la rge glossy adult leaves; seed ling 
leaves elliptica l, smal l st raight side 
teeth 

narrow adult leaves; seedling leaves 
obovate (widest at the top), large teeth 
with curved sides 

leaves shorter than 8. integrifo/ia 
montico/a ; seed ling leaves obovate, 
curved 

long narrow adult leaves; largest fru its, 
fringe of stiff hairs on the midrib, on 
the underside of the leaf 



Darwin's Galapagos finches 

... 
N 

Pinta Ci 

Marchena 0 

Gal6pagos Islands 

Galapagos Island finches studied by Charles Dar,vin are a t)1pical example 
of allopatric speciation. Darwin collected specimens of finches from 
different Galapagos Islands when he sailed on the voyage of HMS Beagle 
( 1831-36). rfhe Galapagos Archipelago is an isolated group of volcanic 
islands about 1000 km off the coast of South America in the eastern Pacific 
(Figure 12.2.12). 

,;, 
Genovesa 

?,' 

l Sa~e.5ia o Bartolome Darwin noticed that finches from different islands had unique 
morphology and specialised features. Betvveen the islands, fincl1es differed 
in beak shape, body size and feeding behaviour (Figure 12.2.13). When 
Darwin returned to England, scientists informed him that each specimen 
was a different species. Each species appeared to have evolved differently 
to meet the conditions on the island on which they live. 
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Floreana 
Darwin's finches displa")' a relationship between morphology and 

environmental selection pressures, in a form of allopatric speciation called 
adaptive radiation. Adaptive radiation is the rapid evolution of a large 
number of related species from a single common ancestor. In this case, 
the availability of different food resources was the environmental selection 
presst1re that resulted in adaptive radiation. Adapti,1e radiation is a type 
of divergent evolution, wluch is the evolution of ne,v species from a 
common ancestor. 

FIGURE 12.2.12 Galapagos Islands, Ecuador 

medium tree finch 
(Camarhynchus pauper) 

large tree finch 
(Camamynchus psittacula) 

small tree finch 
(Camarhynchus parvulus) 

vegetarian finch 
(Camarhynchus 

crassirostrisJ 

large cactus finch 
(Geospiza conkostris) 

cactus finch 
(Geospizs scandens) 

sharp-beaked ground finch 
(Geospiza difficilis) 

.. 

I ancestral 
( seed-eating 

ground 
finch 

--
lhalnly seeds 

mangrove finch 
(Camarhynchus he/iobates) 

woodpecker finch 
(Camarhynchus pa/lidus) 

warbler finch 
(Certhidea olivacea) 

Cocos Island finch 
(Pinaroloxias inornata) 

small ground finch 
(Geospiza fuliginosa) 

large ground finch 
(Geospiza magnirostris) 

medium ground finch 
(Geospizs tortis) 

The Galapagos finch genome sequence provides researchers witl1 information 
about the process of divergent evolution. The finch species have diverged from 
the same ancestral species, ,vhich established populations on the isolated islands 
millions of years ago. Over time, the finch populations adapted to the different 
environmental selection pressures on each island and became phenotypically and 
genetically distinct. Geographical isolation prevented gene flovv bet:\.veen the islands 
and allopatric speciation occurred. 

O Divergent evolution is the evolution 
of species from a common ancestor. 
In contrast, convergent evolution is 
the independent evolution of similar 
features in unrelated groups of 
organisms . 

FIGURE 12.2.13 Darwin's Galapagos finches 
are an example of allopatric speciation. Finch 
populations on different islands evolved in 
geographical isolation from a common ancestor 
and became different species. 
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O Sympatric speciation occurs 
when populations with overlapping 
geographic ranges become 
reproductively isolated. 

SYMPATRIC SPECIATION 
Speciation can occur even when geographical barriers do not isolate populations. 
Sympatric speciation occurs ,vhen populations of a species that share the same 
geographic range become reproductively isolated from each other. Sympatric 
speciation is more common in plants than in animals, and there are multiple ,vays 
in which it can occur. 

Most habitats are made up of microhabitats, small areas with highly specific 
environmental conditions. When part of a population occupies a microhabitat, the 
difference in environmental selection pressures can be enough to drive sympatric 
speciation. In this situation the t,vo populations become genetically isolated by 
temporal or behavioural isolating mechanisms. 

Sympatric speciation in plants is more commonl)' caused through polyploidy 
(having more than two sets of chromosomes) . Polyploidy is caused by abnormal 
cell division v.rhich results in a change in the number of cl1romosome sets ( e.g. from 
diploid, two sets of chromosomes, to tetraploid, four sets of chromosomes). If a 
mutation ca11ses polyploidy in an individual, the polyploid plant can still reproduce 
successfully through self-pollination or vegetative reproduction. However, a 
polyploid plant is unlikely to successfully reproduce ,vith its diploid counterparts 
and so sympatric speciation by polyploidy is instantaneous. 

Sympatric speciation on Lord Howe Island 
Lord Ho,)ve Island is a very small isolated ,1olcanic island 
approximately 600 km east of Australia (Figure 12.2.14). 
The island was formed by volcanic activity 7 million years 
ago and its isolation from other land masses has led to the 
evolution of unique species that are found no,vhere else. 
Almost half of the island's plant species are endemic to 
the island, with five endemic genera. 

While the island's isolation explains the uniqueness of 
its flora and fauna, it is the divergence of species on Lord 
H owe Island that is of great interest to researcl1ers. Because 
the island is so small, it is considered impossible to have 
true geographical isolation between the populations on 
the island. Therefore, otl1er forms of isolation or unusual 
pathvvays to speciation may be at vvork. 

FIGURE 12.2.14 Lord Howe Island, a small isolated volcanic island 
approximately 600 km east of Australia 

Researchers have found tvvo related species of s,vaying 
palms (Howea forsteriana and Howea belmoreana) living 
side by side on Lord Howe Island. The researchers used 
molecular analyses to determine genetic relatedness and 
variation between the island's plant species. They found 
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that the swaying palm species diverged much more recently than the island's 
formation by volcanic activity 6.4-6.9 million years ago. It is estimated that tl1e 
palms' common ancestor arri,,ed from mainland Australia as long as 4.5-5.5 
million years ago and that H .forsteriana diverged from an ancestor of H . bel1noreana 
more recently. 

The researchers concluded that sympatric speciation was driven by flowering 
times of the palm trees, wl1icl1 differed on different soils. Ancestors of tl1e tvvo species 
may have adapted to different soil types, ,vhich began the speciation process. 
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12.2 Review 

SUMMARY 

• A species is a group of individuals that can produce 
viable, fertile offspring through interbreeding and 
has a gene pool that is isolated from the gene pools 
of other species. 

• Populations may evolve into different species 
through various genetic isolating mechanisms. 

• Isolating mechanisms can be prezygotic, preventing 
fertilisation of gametes of different species, or 
postzygotic, preventing production of viable 
offspring after fertilisation. 

• Prezygotic isolating mechanisms include: 

- geographical isolation 

- ecological isolation 

- temporal isolation 

- morphological iso lation 

- behavioural isolation (animals only) 

- gamete mortality. 

• Postzygotic isolating mechanisms include: 

- hybrid inviability 

- reduced hybrid viability 

- hybrid sterility 

- hybrid breakdown. 

KEY QUESTIONS 

Knowledge and understanding 
1 Define the fol lowing terms: 

. 
a species 
b speciation 

2 Apart from genetic isolation, name two other factors 
that contribute to speciation. 

3 Name the type of prezygotic isolating mechanism 
that prevents gene flow between populations during 
allopatric speciation. Give two examples of conditions 
that can result in allopatric speciation. 

4 Compare temporal and spatial isolation mechanisms. 

Analysis 
5 Speciation can take tens to hundreds of thousands 

of years or it can happen very rapidly. An example of 
rapid speciation has occurred over the last 150 years 
in the United States. In the early 1900s three species 
of related wildflowers from the genus Tragopogon 
(T. dubius, T. pratensis and T. porrifolius) were 
introduced into the country from Europe. In all 
three species, n = 12. Initially these were separate 

OA 
✓✓ 

• Speciation is the evolution of new species from an 

ancestral species. The new species are genetically 
different enough from the ancestra l species that 
they can no longer produce viable offspring should 
they interbreed. 

• New species can evolve in response to changes 
in environmental conditions or after populations 
become isolated and accumulate genetic differences 
over time. 

• The most common form of speciation is allopatric 
speciation, in which a population becomes divided 
by a geographical barrier. In this type of speciation, 
spatia l isolation is the mechanism preventing gene 
flow, leading to genetic isolation. 

• Sympatric speciation occurs without geographical 
isolation. Populations with overlapping distributions 
are reproductively isolated by genetic (e.g. 
polyploidy), behavioural, temporal or ecological 
barriers. 

populations, but eventually their ranges began to 
overlap, interactions between the individuals of 
d ifferent species occurred and hybrids were formed . 
These hybrids were sterile. 

a Explain why the hybrids were steri le. 

b In the 1950s scientists noticed that two varieties of 
the 'hybrids' (now called T. miscellus and T. mirus) 
were reproducing sexually. Each of the variants 
could reproduce sexually with individuals of the 
same variant but not with the sterile hybrids or 
any of the original three species. Examination of 
the chromosomes of these plants showed that 
they had double the number of chromosomes of 
the sterile hybrids. 

i How might these hybrids have acquired the 
ability to reproduce sexually? 

ii Why are they now classified as new species? 
iii How many chromosomes would these new 

species possess? 

~------------------------------------------------------- ----- ----------------- ----- ------~ 
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Chapter review 

I KEY TERMS I 
absolute dating 
adaptive radiation 
allopatric speciation 
behavioura l isolation 
cast fossil 
divergent evolution 
ecological isolation 
ecological niche 
electron spin resonance 

(ESR) 
endemic 
eon 
epoch 
era 
evolution 
fauna l succession 

I REVIEW QUESTIONS I 

fossil 
fossil record 
fossil isation 
gamete mortality 
genetic isolation 
geographical isolation 
geological time scale 
half-life 
hybrid 
hybrid inviability 
hybrid steri I ity 
impression fossil 
index fossil 
isotope 
mineralisation 
mineralised fossi l 

Knowledge and understanding 
1 What are fossils? 

2 Suggest some reasons why the fossi l record is 
incomplete. 

3 Describe some of the d ifferent ways in wh ich 
organisms may be preserved relatively intact. 

4 Describe the following techniques used to date fossils 
and rock .. Outline the applications or limitations of 
each. 

a relative dating 

b indicator foss ils 
c absolute dating using radiocarbon dating 

5 Which of the fol lowing statements about carbon-14 
( 14C) dating is incorrect? 

A It measures the rate of decay from carbon-12 
to 14C. 

B It requires organic matter to be present in the fossil. 

C It is limited to dating fossi ls that are less than about 
50000 years old. 

D It is an absolute measure of dating fossils. 

6 a For each of the fol lowing fossils identify whether 
14C dating would be a suitable method to obtain an 
absolute date for the fossi l: 

i an insect preserved in amber that formed 
sometime during the Palaeogene 

ii a dinosaur footprint 
iii a hand axe used by a member of Homo 

neanderthalensis during the last days before they 
became extinct 

iv an Egyptian mummy 

b For each fossil for which 14C dating is not suitable, 
explain why. 
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morphological isolation 
mummified organism 
palaeontology 
period 
polyploidy 
postzygotic isolating 

mechanism 
preserved remains 
prezygotic isolating 

mechanism 
radiometric dating 
reduced hybrid viability 
relative dating 
sexual dimorphism 
sexual selection 
speciation 

species 
stratigraphy 
stratum (p l. strata) 
sympatric speciation 
temporal isolat ion 
thermoluminescence 
trace foss il 
trans itional fossil 
viab le offspring 

7 How might gene flow occur between two populations? 

8 Why is genet ic isolation an important step in 
speciation? 

9 Apart from genetic iso lation, what two other facto rs 
are required for speciation to occur? 

10 In hybrid inviability, why does the zygote fail to 
develop? 

11 Austra lia's southern boobook (Ninox boobook) (Figure 
12.2.3a on page 406) is closely related to the New 
Zealand morepork (Ninox novaeseelandiae) (Figure 
12.2.3b on page 406). The two species are separated 
by a geographical barrier. If you attempted to 
crossbreed a morepork owl with a southern boobook 
owl, what could you assume about their offspring? 

12 What mechanism(s) is likely to maintain reproductive 
isolation between two different but related species of 
frogs living in the same marsh? 

A The frogs breed at different times of the year. 
B The mating calls of the frogs are different and they 

only respond to their own call. 

C Hybrids between the two frogs are sterile. 

D All of the above are possible mechanisms. 

13 If a hybrid offspring was formed between a red 
kangaroo (Macropus rufus, n = 10) and a grey 
kangaroo (Macropus giganteus, 2n = 16), what wou Id 
be the diploid number of the offspring? 

A 18 
B 36 

C 13 

D 28 

14 Give some examples of conditions that can result in 
allopatric speciation. 



15 The coyote (Canis latrans) and the grey wolf (Canis 
lupus) are closely related species and both have a 
diploid number of 78. The ranges of the two animals 
overlap and hybrids have been identified in the wild. 
Breeding experiments in which fema le coyotes were 
crossed with male wolves resulted in viable offspring 
but showed reduced fertility, with two out of three 
pregnancies failing. Hybrids, however, are able to 
reproduce with a lower success rate than pure breeds 
of either species. Based on this information, identify a 
term that this situation is most closely re lated to. 

Application and analysis 
Use the following diagram to answer questions 16 and 17. 

A 
B ~ site T 

C ~rJ 3 ~ 
D ~~ .-roi:rt, ~ ~ ~~ 
E 

fossils ~ echinoderm ~ gast ropod 

" ammonite ~ brachiopod 

M 
site W 

fossils ~ Tyrannosaurus tooth 

J" ginkgo leaf 

16 Fossils are found. in sedimentary rocks. Barring major 
tectonic upheavals, it can be assumed that the layers 
have been laid down in order, with the oldest on the 
bottom. 

One method of dating the layers of rock is to use 
indicator fossils (also called index fossils). 

a i Which of the fossils observed at site T has the 
potential to be a good indicator fossi l? 

ii Explain your choice. 

b Consider the two sites. 

i Which layer is the most ancient? 

ii How do you know? 

c Stratum Eat site T is sedimentary but there is no 
evidence that it contains any fossils. Why might 
there have been no fossils found in that stratum? 

17 A method of absolute dating used for rock strata is 
radioactive dating. This method can only be used for 
igneous rocks. In order to date rocks by this method, 
the amounts of a radioactive material in the rock and 
the decay products are measured. First the half- life for 
the radioactive material must be calculated. 

~ 

C 
Q) 
Vl 
Q) 
\.. 
a. 
$ 

a i What is a half-life? 

ii One radioactive material (the parent) and its 
decay product (the daughter) used for this sort 
of dating is shown in the graph below. What is 
another rad ioactive material and its daughter? 

iii A decay curve is generated for the radioactive 
material in order to determine the age of the 
rock. Use the graph to determine the half-life of 
potassi u m-40 (4°K). 

b The rocks in strata N and Pat site W were 
determined to be igneous. They were both analysed 
to determine the percentage of 4°K left in the rock. 

Decay of potassium-40 to argon 
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Use the graph to determ ine the age of the two strata if 
the rocks of: 

i stratum N contain 90% 4°K 

ii stratum P contain 75% 4°K. 

c What is the likely age of stratum O? 

18 Carbon- 14 (14C) decays to nitrogen-14 with a half-life 
of approximately 5730 years. If a sample of material 
contained 10000 atoms of 14C 30000 years ago, what 
is the approximate number of 14C atoms that it will 
contain today? 

A 5000 

B 1250 

C 312 

D 156 
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19 Even though not all dogs can interbreed with each 
other, currently all domestic dogs are considered to 
be a single species, Canis lupus familiaris. This is 
because alleles can be spread between different 
breeds by dogs of mixed breed. If a situation were to 
occur in which all breeds of dog died out (perhaps 
due to a disease) except for Jack Russell terriers and 
Irish wolfhounds (pictured below), should the two 
breeds still be considered the same species? Justify 
your position. 

Irish wolfhound (left) and Jack Russell terrier (right) 

20 One iconic Australian animal is the corroboree frog. 
There are two species: the southern corroboree 
frog (Pseudophryne corroboree) and the northern 
corroboree frog (Pseudophryne pengilleyi), both 
pictured below. They are quite small, measuring 
2.5-3 cm in length. The two species c1re closely related 
but still have distinct differences in colour, mating calls 
and skin chemistry. Both breed in damp marshy areas 
and both species are seriously endangered. 

(a) Southern corroboree frog (Pseudophryne corroboree) and 
(b) northern corroboree frog (Pseudophryne pengil/eyi) 
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As seen in the map below, the ranges of the two 
species do not overlap. 

northern 
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Distribution of the northern and southern corroboree frogs 

N 

a The two species have a recent common ancestor. 
Describe the processes that could have resulted in 
the formation of the two species of frog. 

b The northern corroboree frog is divided into two 
genetically distinct populations, both of which 
contain few individuals. How might this affect the 
viability of these populations over the next decade? 

c There is a captive breeding program at Melbourne 
Zoo for the northern corroboree frog. It has been 
suggested that individuals from the two separate 
populations of the northern corroboree frog should 
be interbred. How would this help to increase the 
chances of the survival of this species? 
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Learning outcomes 
Humans have long contemplated where we came from. Of the many forms of 

evidence that support evolution, including homologous structures and vestigial 

features, molecular homology is the most recent. Comparing simi lar molecules, 

such as genes or proteins, helps us determine which organisms are more closely 

related. 

By the end of this chapter, you wil l have an understand ing of how structural and 

molecu lar homology provides evidence of relatedness between species and how 

phylogenetic trees are used to show relatedness between species. 

Key knowledge 
• evidence of relatedness between species: structural morphology-homologous 

and vestigial structures; and molecular homology-DNA and amino acid 

sequences 13.1 

• the use and interpretation of phylogenetic trees as evidence for the relatedness 

between species. 13.2 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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@ Homology refers to features that are 
similar in different organisms due to a 
shared evolutionary history (common 
ancestry). Homologous features may 
be structural (e.g. limbs) or molecular 
(e.g. DNA sequences). 

FIGURE 13.1.1 Even though they have become 
adapted for different functions, the forelimbs 
of all mammals are constructed from the same 
basic skeletal elements: one large bone (purple), 
attached to two smaller bones (orange and 
tan), attached to several small bones (yellow), 
attached to several metacarpals (green), 
attached to approximately five digits, each of 
which is composed of phalanges (pink). 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

13.1 Evidence of relatedness 
between species 
Before molecular teclmiques were available, structural ( or morphological) and 
functional similarities were the mai11 evidence used to determine relatedness between 
species. Humans, chimpanzees, gorillas and orangutans each have forelimbs with 
hands and five digits (fingers). These morphological similarities can be used as 
evide.nce to support the theory that humans are related to these great apes and are 
descended from a common ancestor. We can now also use evidence from molecular 
analysis to gain insight into evolutionary relationships. 

In this section, you will learn ho\v structural morphology (i.e. homologous and 
vestigial structures) and molecular homology (i.e. DNA and amino acid sequences) 
are used as evidence of relatedness between species. 

STRUCTURAL MORPHOLOGY 
Structural morphology refers to the physical features of an organism, including 
external features, such as body coverings, and internal features, such as bones. If 
you compare the features of a human and a chimpanzee, you can see a strilcing 
resemblance in ma11y structures. Similarities ca11 also be observed bet\veen many 
other species. These similarities are not a coincidence, but a result of shared ancestry. 
Studying the 1norpl1ology of species, or their bod)' structures, gives an insight 
into the evolutionary relationships between species. The field of comparing the 
structures of organisms is referred to as comparative morphology or comparative 
anatomy. 

Homologous structures 
Features of organisms that have a fundamental similarity based on common ancestry 
are called homologous features ( or homologous structures). Often homologous 
features evolve different functions, but their similar structures provide evidence 
that the organisms shared a common ancestor from ,vhich they diverged over 
time. 1.~his is lmown as divergent evolution. 

Mutations in the DNA sequences regulating the lengtl1 of the bones in a limb can 
result in the limb being used in different \vays in related species. Close examination 
of tetrapod (four-limbed anim al) forelimbs, for example, shows that the same series 
of bones is present in each, but the genetic sequence has been modified, resulting 
in different structures with different functions. For example, the forelimbs of all 
mammals, including humans, cats, ,vhales and bats, show the same arrangement 
(with different lengths) of bones from the sl1oulder to the tips of tl1e digits, even 
though these appendages have very different functions: lifting, walking, swimming 
and flying (Figure 13 .1 .1). 

rad ius 

ulna -----LlJi 
carpals 

metacarpals 

human cat whale bat 

422 AREA OF STUDY 2 I HOW ARE SPECIES RELATED OVER TIME? 



H omologous features are evident in all groups of organisms. For example, the 
seeds of cycads, ginkgo, conifer trees and flovvering plants (angiosperms) shO\¥ a 
variety of shapes and sizes but have the same basic structure. The seeds of most 
co11if ers are winged and blown about by tl1e wind, whereas Acacia seeds lack a 
wing but have a tough outer coat and a coloured nutritious appendage to attract 
ants that disperse the seeds. Despite the variation, these plants all reproduce by 
seeds, and it can be argued that they have evolved from a common ancestral group 
(Figure 13.1.2). 

FIGURE 13.1.2 Homologous structures in plants. (a) The seed of a fir tree has a large wing that allows it to be carried by the wind. (b) Acacia seeds are 
sma ll and easily carried by ants. (c) Dandelion seeds have a light parachute attached that easily catches the wind. 

Vestigial structures 
So1ne organisms possess structures that seem to have little or no function. These 
structures are often remnants of organs thatl1ad a function in an ancestral species but 
ha\,e become reduced in size over time and have ceased to be used. Such structures 
are ref erred to as vestigial structures or vestigial organs and they provide further 
evidence of divergent evolution from a common ancestor. Examples of vestigial 
structures include pelvic bones in whales and pythons (Figure 13.1.3); the coccyx, 
ear muscles, wisdom teeth and inner eyelid in humans; and the reduced eyes of 
certain blind cavefish and salamanders. Structures such as the wings of flightless 
birds can be considered vestigial for flight, but in many cases, such as that of the 
ostrich, the reduced wings provide a nev.r function of temperature regulation. 

Analogous structures 

ws 
37 

Anatomical si1nilarities can also be seen in organisms 
that do .not share a recent common ancestor. T hese 
features are not evidence of relatedness betvveen 
species but indicate that the organisms have 
experienced and adapted to similar environmental 
conditions. A shark and a dolphin, for example, 
have a similar shape, vvhich is st1ited to living and 
swimming in water. Despite an overall similarity of 
appearance due to living in similar environments 
and experiencing similar environmental selection 
pressures, sharks and dolphins have very different 
DNA sequences, indicating that they are not 
closely related. Similar features that are the result 
of independent evolutionary paths are known as 
analogous features. 1.~he evolution of similar 
features in unrelated groups of organisms is lmown 
as convergent evolution. 

FIGURE 13.1.3 The skeleton of a baleen whale, a representative of the group of 
mammals that includes the la rgest living species, contains pelvic bones. These 
bones resemble those of other mammals, but are underdeveloped in the whale and 
have no apparent function. 

0 Analogous features have a similar structure and 
function but have evolved independently due to 
unrelated species experiencing similar environmental 
selection pressures (e.g. bird and bat wings). 
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@ 'Recent', in evolutionary terms, may 
be hundreds of thousands, or even 
millions, of years. 

@ Mutations occur regularly as a 
species evolves-like 'molecular 
clockwork'. As time passes, mutations 
accumulate in DNA, resulting in 
genetic differentiation and divergence 
of species. 

MOLECULAR HOMOLOGY 
Molecular homology is the similarity in the molecular characters (e.g. DNA and 
proteins) of organisms due to common ancestry. Today it is possible to sequence 
DNA and compare individual genes or vvhole genomes. Comparing genomic 
features to determine evolutionary relatedness is called comparative genomics. 

If species have a very similar set of proteins, chromosomes or DNA sequences 
it is interpreted as evidence that the)' share a recent common ancestor. Anal)7sis of 
molecular characters, such as DNA and amino acid sequences, can provide insight 
into the evolutionary history of species. 

DNA sequences 
All living organisms on Earth once shared a common ancestor. If two populations 
become isolated from each other, they will accun1ulate different mutations in their 
DNA. As time passes, the sequence of nucleotides in their DNA becomes more 
different and what vvas once similar DNA gradually diverges (Figure 13.1.4). The 
more mutations that accumulate in the DNA sequences between two species, the 
more time will have passed since the two species diverged from their common 
ancestor. For example, there are more differences between the DNA sequence 
coding for the cartilage protein of a frog and a dog, than between the DNA sequence 
coding for the cartilage protein of a frog and a toad. This is because a dog and a frog 
l1ave a more distant common ancestor than a frog and a toad and have therefore 
had more time to accumulate genetic changes. 

modern lineages: 

50 million years later: 
CAATCGAT1@ 

CAAT@ ATCG 
25 million years later: 

CAATTGATCG 

common ancestor: 
CAATTTATCG 

25 million years later: 
CAA TTT AT C(j) 

50 million years later: 
CAA TTT A l\U, modern lineages: 

CAAl\U AI U) 

FIGURE 13.1.4 When species diverge, they start accumulating different mutations in their nucleotide 
sequences. The more time that passes, the more mutations they accumulate. 

Changes in nucleotide sequences are caused by mutations. When a cell copies 
its DNA, it may mak:e errors. Usually these errors are repaired before mitosis 
occurs. Occasionally these errors are not repaired and become a permanent part of 
the genome. This is a mutation. If these mutations occur within the germline cells 
(gametes), then they can be passed on to the next generation (see Chapter 11 ). 
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Amino acid sequences 
As two species diverge from a common ancestor, they accumulate different 
mutations in their DNA and start accumulating differences in the amino acid 
sequences of tl1eir proteins. The more time that has passed since tl1e tvvo species 
diverged from the common ancestor, the more differences there are betvveen their 
amino acid sequences. 

Sometimes point mutations, such as nucleotide substitutions, insertions or 
deletions, in the DNA sequence may not cause a difference in the amino acid 
sequence. This is because the genetic code is degenerate, which means more than 
one codon codes for the same amino acid; for example, GUU, GUC, GUA and 
GUG all code for the amino acid valine. Consequently, differences in amino acids 
accumulate more slowly than differences in DNA.You learnt about the degeneracy 
of the genetic code in Chapter 3. Even when a point mutation leads to a change in 
an amino acid, the mutation may not lead to a change in phenotype. 

The order of the nucleotides in the DNA indicates the evolutionary relationship 
bet'\veen species more accurately than the amino acid sequence. All mammals, for 
example, produce milk containing the protein casein, suggesting that all mammal 
species h.ave the same gene for tl1is protein. Ho,vever, if the DNA sequence of this 
gene is compared, slight differences can be observed. For this reason, and because 
it is no,,, technically easier and cheaper to analyse nucleic acids than proteins, DNA 
comparisons are the preferred type of data. 

Table 13. 1.1 shows the nun1ber of amino acid diff ere11ces il1 the cytochrome c 
molecule between humans and selected organisms, thereby comparing the 
relatedness of humans to each of these species. For example, there are 51 amino acid 
differences in the protein sequences of cytochrome c between yeast and l1umans. 
This indicates a low level of relatedness. 

TABLE 13.1.1 Number of amino acid differences in the cytochrome c molecule of different organisms 

Human 

Rhesus monkey 

Horse 

Donkey 

Sheep 

Human 

0 

Rhesus 
monkey 

1 0 

12 

11 

10 

11 

51 

11 

10 

9 

10 

51 

Horse 

0 

1 

3 

6 

51 

Donkey 

0 

2 

5 

50 

Sheep 

0 

3 

50 

Dog 

0 

49 

O Not all DNA mutations lead to 
changes in amino acids and proteins. 
This is because there is more than 
one DNA triplet code for each 
amino acid. 

O Point mutations occur when a single 
nucleotide base is changed, inserted 
or deleted from DNA or RNA. 

Yeast 

0 
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CASE STUDY ANALYSIS 

The case of the whale and the hippo 
A multiple sequence alignment of the casein milk protein 
gene in seven species is illustrated in Figure 13.1.5. Table 
13.1.2 shows that, in this gene, there are three nucleotide 
differences between the whale and hippopotamus and 11 
nucleotide differences between the whale and the camel. 

The result of this gene analysis confirms that the 
whale is most closely related to the hippopotamus. 
This single nucleotide change shared by the whale and 
hippopotamus place them together in a clade (a group 
of organisms that includes an ancestor and all the 
ancestor's descendants). 

-

-

G .. C 
Site 166 

-
-

Outgroup 

142 162 @ 177 192 

AGTCCTCCAAACTAAGGAGA CCATCTI ICCTMGCTCAAA GTTATGCCCTCCC~l~IAAATC 

Camel TGTCCCCAMACTAAGGAGA CCATCATTCCTMGCGCAAA GMATGCCCTTGCTTCAGTC 

Peccary AGACCCCAAACCTAAGGAGA CCGTTGTTCACAAGCGTMA GGAATGTCCTCCCCTAAATC 

Pig AGA TTCCMAGCTAAGGAGA CCA TTGTTCCCMGCGT AAA GGAATGCCCTTCCCT AAA TC 

Hippo AGTCCCCAAAGCAAAGGAGA CTATCCTTCCTMGCATAAA GAAATGCCCTTCTCTAAATC 

Whale AGTCCCCAXAGCT MG GAGA CTATCCTTCCT MG CAT MA GAM TGCGCTTCCCT AAA TC 

Deer AGTCTCCGAAGTGXAGGAGA CTATGGTTCCTAAGCACGM GAMTGCCCTTCCCTAAATA 

Cow AGTCCCCAAAGTGMGGAGA CTATGGTTCCTMGCACMG GAAATGCCCTTCCCTAAATA 

FIGURE 13.1.5 Section of the sequence alignment. Blue letters indicate unchanged nucleotides across all species. Red letters represent 
nucleotides that help biologists organise organisms into clades. X in the genetic code represents an unknown nucleotide. The single nucleotide 
change at position 166 identifies the whale and hippopotamus as a clade. 

TABLE 13.1.2 Number of base changes between paired sequences determined from the 
multiple sequence alignment of a milk protein gene in the whale and six hoofed species 

Camel 

Peccary 

Pig 

Hippo 

Whale 

Deer 

Camel Peccary Pig Hippo Whale Deer Cow 

15 

13 

12 

11 

18 

14 

6 

13 

12 

18 

15 

10 

11 

14 

13 

3 

10 

7 

11 

9 5 
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Analysis 
1 Explain how the casein gene 

sequence changes the following 
statement: 'Whales are more closely 
related to the camel than to other 
hoofed animals'. 

2 Describe some of the limitations of 
the molecu lar analysis shown in this 
example. 

3 Suggest additional information that 
would make the molecu lar analysis 
stronger. 



CASE STUDY ANALYSIS 

Chromosomes in common 
Homologies between chromosomes of different species can also be used as evidence 
of relatedness between species. To analyse condensed chromosomes, they are first 
stained with a dye called Giemsa stain. Some regions of the DNA take up more stain 
than other regions and appear as dark horizontal bands (Figure 13.1.6). The pattern of 
bands reflects the structure of the chromosome. An image of the stained chromosomes 
is ca lled a karyotype. 

Chromosomes can be identified by three features : 

• their length 

• the location of t he centromere 

• the dark sections of the chromosome (banding). 

Organisms that shared a recent common ancestor wi ll have many chromosomes 
in com mon. A common ancestor is evident when comparing length and banding of 
human and chimpanzee chromosomes. Although humans have 46 chromosomes and 
ch impanzees 48, there are many similarities in the banding of the chromosomes of 
the two species (Figure 13.1.7). The difference in the number of chromosomes can 
be accou nted for by comparing human chromosome 2 with two smaller ch impanzee 
chromosomes, which have the same banding pattern. 

a Comparison of chromosomes from humans and great apes 
human chimpanzee human 

'- gorilla chromosome 2 .
11 '- I gon a 

-~!-2- ora,ngutan chimpr nzee J orang(tan 

5 

4 
2 3 

2 
I 

size 

J banding 
pattern 

cent romere 
posit ion 

FIGURE 13.1.6 When preparing 
a karyotype, scientists compare 
the number and size of the 
chromosome, the banding 
pattern and the position of the 
centromere. 
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(b) humans, (b) chimpanzees, gorillas and orangutans reveals many 
similarities between these species. 

Analysis 
1 What are images of stained chromosomes ca lled? 

2 a Wh ich great ape is most closely re lated to humans? 

b Explain how you reached this conclusion. 

3 a Which great ape is most distantly related to 
humans? 

b What does th is te ll us about the evolution of these 
species? 
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Molecular clocks 
A molecular clock is a technique that uses the rate of accumulation of mutations 
in DNA to calculate how long ago organisms diverged from one another. The 
molecular clock hypothesis is tl1e basis of this technique and was first proposed 
in the 1960s by Emile Zuckerkandl and Linus Pauling. This hypothesis states that 
changes in DNA and proteins are constant o,,er evolutionary time and across 
different lineages. 

The change in DNA over time is also known as the mutation rate and can be 
expressed as the number of nucleotide changes that occur every million years. The 
molecular clock hypothesis can be applied by calculating the rate of mutation of 
a region of DNA, along with the number of differences between the DNA of two 
organisms, and using tllis information to estimate how long ago they diverged. The 
more u11ique mutations each species accumulates, the more time has passed since 
they shared a common ancestor. 

For example, Figure 13.1 .8 illustrates the evolutionary relationships between 
tl1ree butterfly species. Each mutation in the DNA sequences used to construct 
tllis evolutionary tree is represented by a red line. The time scale (millions of years) 
over which the divergence occurred is to the left of the tree. The mutation rate 
can be calculated from the number of mutations that have accumulated over the 
evolutionary time period. The most recent common ancestors are represented by 
tl1e nodes (branching points). 

' / 

Heliconius melpomene penelope Heliconius cydno galanthus Heliconius erato petiverana 
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FIGURE 13.1.8 The evolutionary relationship between th ree butterfly species. Each red line on the 
tree represents a change in the DNA sequence (mutation). 

In order to estimate l1ow long ago two li11eages diverged, the molecular clock is 
calibrated using evidence from the fossil record. Techniques such as radiometric 
dating and stratigraphy (the study of rock:layers) are used to date fossils (Chapter 12, 
pages 399-402). The molecular clock for a particular gene can then be calibrated 
by comparing the number of differences in DNA sequences with the dates of 
evolutionary branch points known from the fossil record of similar orgarusms. 

Limitations of molecular clocks 

The molecular clock is a useful tool for understanding the evolutionary 11istory 
of species but it does have some limitations. One of its major limitations is the 
asst1mption that the rate of genetic change is constant and therefore accurately 
represents evolutionary time (Figure 13 .1. 9). 
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In order for genetic changes to occur at a constant rate, those cl1anges (mutations) 
need to be neutral or not affected by natural selection. This needs to be considered 
when applying a molecular clocl, to genetic data. Any DNA regions that code for 
tl1e phe11otype of the orga11.isn1 (i.e. its structure or functio11) are u11der natural 
selectio.n and ,vill be influenced by environmental selection pressures. Therefore 
the mutation rate of proteins and protein-coding DNA (genes) ,vill not be constant. 

Some sections of DNA mutate more frequently than others: that is, at a 
faster rate. 1~his means there are different molecular clocks within an organism, 
ticking at different speeds in different regions of DNA. Genes that are essential 
to an organism's survival, such as those that code for cytochrome c, very rarely 
accumulate mutations and the gene sequence is therefore highly conserved (mostly 
unchanged) throughout evolutio11. 

The molecular clock is also limited when lool,ing at very recent or ancient 
timescales. \Vhen looking at recent timescales, it is less likely that enough time l1as 
passed to generate evolutionarily meaningful fixed differences in the sequences 
of different populations. Instead, alternative alleles that may be present in both 
populations ,vill lead to an overestimation of evolutionary distance. Over ancient 
timescales, single sites in the sequence vvill have changed multiple times. This 
is lmown as saturation. Because we can only lmow of those changes that can be 
observed today, a molecular clock will underestimate the divergence that has 
occurred. 

Mitochondrial DNA as a molecular clock 
Genetic material is not just found in the nucleus of a cell. Mitochondria found in 
eukaryotic cells have their o,vn genome (mitochondrial DNA or mtDNA). In 
humans, mtDNA contains 37 genes that code for 2 ribosomal RNAs, 22 transfer 
RNAs and 13 proteins. 

MtDNA is unique in tl1at it is passed through the maternal line of sexually 
reproducing organisms; that is, from mothers to their offspring (Figure 13 .1. 10). A 
father's mtDNA is not passed on to his offspring. 

Mutations in mtDNA accumulate over time just as they do in nt1clear DNA. 
However, because mtDNA does not have the san1e repair mechanisms as nuclear 
DNA, the rate of mutation in mtDNA is usually higher than in nuclear DNA (there 
are also some highly conserved regions). For this reason, mtDNA can be used as a 
molecular clock in relatively closely related species, ,vhile nuclear DNA is used to 
compare older lineages. An added advantage of using mtDNA is that it is easier to 
obtain high yields of DNA because most cells contain many mitochondria . 

Mitochondrial DNA 
(mtDNA) is found in 
cell mitochondria 
and contains genetic 
material on ly from the 
mother. 

• 

.• 
offspring cell 

Nuclear DNA 
is found in the 
cel l nucleus and 
contains genetic 
material from 
both parents. 

FIGURE 13.1.10 When a sperm and egg fuse, the sperm contributes nuclear DNA only The egg 
contributes nuclear DNA as well as the mtDNA of the mitochondria in its cytoplasm. Therefore, 
mtDNA is only inherited through the maternal line, while nuclear DNA is inherited from both parents. 
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FIGURE 13.1.9 Constant rate of genetic change 
(nucleotide substitution) over time (millions 
of years) assumed under the molecular clock 
hypothesis 

@ Mitochondrial DNA is inherited 
via the maternal line, while nuclear 
DNA is passed on from both parents 
(biparentally inherited). 
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BIOFILE 

Mitochondrial Eve 
Mitochondrial Eve is the most recent common female ancestor of all present day 
humans. As mitochondrial DNA (mtDNA) is inherited from the mother (maternally 
inherited), there is no recombination, making it possible to trace unbroken maternal 
lines. In 1987, researchers from the University of California, Berkeley, discovered 
that the mtDNA of all living humans originated from one woman who lived in Africa 
approximately 140 000 to 200 000 years ago. 

Although Mitochondrial Eve represents an unbroken female lineage from one woman 
until the present day, she was not the only female alive at the time or the earliest 
female. Other women who came before her or were alive at the same time have not 
had a continuous female lineage that persisted to the present day. This is because if a 
woman doesn't have daughters who also have daughters to pass on her mtDNA, her 
mitochondrial lineage will die out. It is for this reason that the most recent common 
ancestor (matrilineal or otherwise) will continually shift over time as lineages end and 
others carry on. 

mtDNA 
MRCA 

• re • 

re • re • 

Tracing mitochondrial lineages over five generations. The coloured figures represent 
extinct mitochondrial lineages, while the black figures represent the female lines that 
are directly descended from the most recent common ancestor (MRCA). 
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I CASE STUDY I 

Ancient DNA from extinct giant kangaroo and wallaby 
Ancient DNA has been extracted from the bones 
of a giant short-faced kangaroo (Simosthenurus 
occidentalis) and a giant wallaby (Protemnodon anak) 
that inhabited Australia about 40 000-50 000 years 
ago (Figure 13.1.11). This research was conducted by 
scientists from the University of Adelaide's Austra lian 
Centre for Ancient DNA (ACAD) and provides us with 
new insight into the evolutionary past of Australia's 
megafauna (Figure 13.1.12). 

Remains of the giant short-faced kangaroo and 
giant wallaby were discovered inside a cave in Mount 
Cripps, Tasmania. The cool, dry conditions of the 
cave preserved the remains, allowing the researchers 

to extract the DNA from the ancient bones and 
reconstruct part of the mitochondrial genomes of 
both species. This is the first glimpse into the DNA 
of the Australian megafauna-previous attempts to 
sequence genetic material were unsuccessful due 
to the poor preservation of the specimens. Well
preserved megafauna specimens are rarely found 
in Australia due to the harsh climate and age of the 
remains (39 000-52 000 years). The specimens in 
this study are the oldest Australian remains from 
which DNA has be-en sequenced. 

Information from the mitochondrial genome of the 
giant wallaby revealed that it is a close relative of the 
living genus Macropus, which includes grey and red 
kangaroos and the tammar wallaby. DNA evidence 
confirmed that the short-faced kangaroo belongs to 
the extinct subfamily Sthenurinae. The short-faced 
kangaroo has no living descendants. Its closest living 
relative is the endangered banded hare-wallaby, 
the only surviving member of the ancient subfamily 
Lagostrophinae. The banded hare-wallaby is now 
restricted to islands off the coast of Western Australia 
and is the last representative of a once-diverse 
lineage of ancient kangaroos. 

Ancient DNA gives us insight into the past, 
but it also strengthens our understanding of the 
evolutionary history and biology of living species. 
This knowledge has applications in conservation and 
environmental management, as we learn from the 
past to predict the future. 

FIGURE 13.1.11 Short-faced kangaroo (Simosthenurus occidentalis). 
Fossil remains of this species were discovered in a cave in Tasmania. 

FIGURE 13.1.12 Researcher Dr Bastien Llamas with a skull of the 
extinct giant short-faced kangaroo (Simosthenurus occidentalis). 
Scientists extracted and sequenced ancient DNA from this species to 
understand its evolutionary relationship with living and extinct fauna. 
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13.1 Review 

SUMMARY 

• Structural morphology (also known as comparative 
morphology or comparative anatomy) is the study of 

the form and structure of organisms. 

• Homologous features are those that are similar due 
to a shared evolutionary history. These features 
are evidence that the organisms share a common 
ancestor. 

• Homologous features may be structural (e.g. limbs) 
or molecular (e.g. DNA or amino acid sequences). 

• Analogous features have a similar structure 
and function but have evolved independently 
due to unrelated species experiencing similar 
environmental selection pressures. 

• A vestigial structure is a reduced structure with no 

apparent function, but is evidence of an evolutionary 
relationship. 

• Molecular homology is the similarity in the 
molecular characters (e.g. DNA and proteins) of 
organisms due to common ancestry. 

• If two species have a similar set of proteins or DNA 
sequences, it is evidence that they shared a recent 
common ancestor. 

KEY QUESTIONS 

Knowledge and understanding 
1 Which of the following species has accumulated 

the most mutations from the initial sequence: 
CAATTATCG? 
A CATTTATCG 
B CAAATAACG 

C CTATTTACG 
D CATTTGTGC 

2 Which of the following is correct? 

A The number of differences in the amino acid 
sequence of a polypeptide would be identical to 
the number of differences in the DNA sequence of 
the coding gene. 

B The DNA code is degenerate. 

C A single change in the DNA will always cause a 
change in the amino acid sequence. 

D The DNA code is grouped into codons. 

• Mutations accumulate throughout the genome 
over time. 

OA 
✓✓ 

• A mutation to a DNA sequence may not necessarily 
cause a change to the amino acid sequence 
because the genetic code is degenerate. However, as 
more differences in the nucleotide sequence of DNA 
occur due to mutations, more differences in the 
amino acid sequence occur. 

• Some genes accumulate mutations faster than 
others. 

• The more mutations accumulated in the DNA 
sequences of two species, the more time has passed 
since they shared a common ancestor. This is the 
principle of a molecular clock. 

• Mitochondrial DNA (mtDNA) is passed through the 

maternal line, while nuclear DNA is passed through 
the maternal and paternal lines. 

• MtDNA does not have the same repair mechanisms 
as nuclear DNA. This means mutations can 
accumulate at a faster rate than in nuclear DNA, 
making mtDNA a useful molecular clock for species 
that diverged recently in evolutionary time. 

3 Offspring share the same mitochondrial DNA as their: 

A father 
B paternal grandmother 

C mother 

D maternal grandfather 

~-------------------- -------------------------------- --------------------------------------------- -
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Analysis 
4 a What are homologous features? 

b Use an example of an animal and an example of a plant to expla in the 
significance of homologous features in terms of evolutionary relationships. 

5 The table below shows the number of differences in the nucleotide sequence 
between each of the organisms. List the organisms in order from the one with 
the most distant common ancestor to the horse to the one with the most 
recent common ancestor to the horse. 

Human 

Monkey 

Dog 

Horse 

Donkey 

Pig 

Rabbit 

Yeast 

0 

1 

13 

17 

16 

13 

12 

66 

0 

12 0 

16 10 

15 8 

12 4 

11 6 

65 66 

0 

1 0 

5 4 0 

11 10 6 0 

68 67 67 67 

Human I Monkey Dog Horse I Donkey Pig Rabbit 

Use the evolutionary tree below to answer questions 6 and 7. Each red line on the 
tree represents a change in the DNA sequence (mutation). 

Heliconius melpomene penelope Heliconius cydno galanthus Heliconius erato petiverana 
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6 a Which two species of butterfly diverged most recently? 

b Circle the point on the tree where they diverged from their common 
ancestor. 

c Approximately how long ago did these two species diverge from one 
another? 

7 a How many mutations has He/iconius erato petiverana accumulated since 
diverging from the most recent common ancestor of the other butterfly 
species? 

b Over what period of time did this occur? 

c What is the mutation rate (per mi llion years) of the sequence of DNA used 
to construct this evolutionary tree? 

0 

Yeast 

·-------------------------------------------------------------------------------------------------4 
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13.2 Phylogenetic trees 
Phylogenetic trees (or phylogenies, also known as evolutionary trees) are 
branching diagrams that depict the evolutionary relationships between different 
groups of organisms. They are constructed using homologous features, both 
morphological and molecular, to reveal tl1e history of common ancestry between 
groups of organisms. As information regarding the true evolutionary history of an 
organism is mostly unknown, scientists use evidence from the morphology and 
DNA or RNA sequences of living species to reconstruct their evolutionary past. A 
ph)rlogenetic tree represents an evolutionary hypothesis. A published phylogenetic 
tree represents a hyphothesis only, because the data used to develop the tree 
can create more than one possible tree. Often, the phylogenetic tree (or trees) 
published is the one that most closely aligns vvith current understanding or the one 
that provides the simplest interpretation of evolutionary relationships. As vvell as 
enhancing understanding of evolutionary relationships, phylogenetic trees provide 
useful classification data. 

Today, most pl1ylogenetic trees are built using DNA or RNA sequence data, and 
organisms are grouped on the basis of tl1e similarity of their nucleotide seque11ces. 
Using this technology, we have gained remarkable insight into the evolutionary 
history of life on Earth. Phylogenetic trees based on molecular characters (DNA or 
RNA nucleotides) can be used to compare any organisn1, even if they seem to l1ave 
very fevv characteristics in common (Figure 13. 2 .1). This is because the molecular 
characters on ,vhich the phylogenetic tree is based are the same for all organisms; 
l1owever, the different mutatio11 rates of different DNA or RNA regions needs 
to be tal,en into account when constructing phylogenetic trees. For this reason, 
phylogenetic trees are usually constructed using sequence align1nents of the same 
gene in differe11t organisn1s. 

FIGURE 13.2.1 Phylogenetic trees based on molecular characters can be used to compare any 
organisms, even if they seem to have very few characteristics in common. 
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In this section, you will learn about the different types of phylogenetic trees and 
how they are applied to gain an understanding of evolutionary relationships. 

BIOLOGICAL CLASSIFICATION 
Phylogeny is the e,,olutionary history of lineages as they diverge from a common 
ancestor over time. The Swedish naturalist Carl Linnaeus ( 1707-1 778) established 
tl1e modern biological system of classification. In tlus system, novv knovvn as 
the L innaean system of classification, organisms are organised into a hierarchy 
of grot1ps (taxa; singular taxon) reflecting their evolutionary relationships: 
domains, kingdoms, phyla, subphyla, classes, orders, families, genera and species 
(Figure 13.2.2). The science of classifying orga.nisms based on. their shared 
characteristics and the evolutionary relationships inferred from them is called 
taxonomy. 

' ., 
' 

* 
\ 

I 
' - • 

. , '" 

domain 

kingdom: 
>1000000 . 
species 

phylum: 
60800 

• species 

subphylum: 
58800 . 
species 

class: 
5400 
species 

order: 
233 species 

family: 
7 species 

genus: 
1 species 

species 

FIGURE 13.2.2 Categories in the Linnaean system of classification, which is sti ll used today to 
classify organisms on the basis of their evolutionary relationsh ips. In this figure, the biological 
classification of humans (Homo sapiens) is used as an example. 

O A taxon (plural taxa) is a group of 
organisms that form an evolutionary 
unit. 

Eukarya 
(eukaryotes) 

An imalia 
(anima ls) 

Chordata 
(chordates) 

Vertebrata 
(vertebrates) 

Mammalia 
(mammals) 

Primates 

Hominidae 

Homo 

Homo sapiens 
(modern 
human) 
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a 

As you learnt in the previous section, con1parison of DNA sequences allows 
the discovery of evolutionary relationships that were previously unkno\vn, and the 
re-classification of organisms into more accurate taxonomic groups. Molecular data, 
combined with morphological and ecological i11f or1nation, continues to strengtl1en 
our understanding of evolution and refine the system of biological classification 
(Figure 13 .2 .3). 
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FIGURE 13.2.3 Two phylogenetic trees representing the evolutionary relationships of placental 
mammals. Tree (a) was constructed using morphological data, and tree (b) was constructed using 
molecular data. The trees are similar in appearance but the positioning of some taxa differs. The 
colours represent the four major groups of placental mammals. 

BUILDING PHYLOGENETIC TREES 
Phylogenetic trees are diagrams that show the evolutionary relationships between 
different groups of organisms. The groups compared in a phylogenetic tree can be 
species, genera, phyla or any other taxonomic group. 

A phylogenetic tree is built by placing taxa in a branching sequence, according to 
their shared biological characteristics ( e.g. morphological or molecular). A simple 
example using morphological characters is seen in Figure 13 .2.4. By assessing the 
characters that different organisms share, the evolutionar)' relationships between 
taxa can be hypothesised. Starting with the most shared character, \Vhich is assumed 
to be the most ancestral, taxa are added to the tree sequentially, ending \Vith the 
least shared character at the top of tl1e tree (Figure 13. 2. 4). Each branch in the tree 
represents a change in character state fro1n the last common a11cestor. The greater 
the number of differences between taxa, the greater the distance bern,een them 
in the tree, reflecting their evolutionary relationships (Figures 13.2.4 and 13.2.5). 
Most phylogenetic trees are now built using computational metl1ods to generate 
more complex trees from large datasets. 
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a Character table b Phylogenetic tree 

~ 
taxa 

~~-<-> Cl. 
:::) >-.... 0 (l) C: -ro ..._ .... 

~ 
(l) seastar lamprey shark frog chicken dog ...., bO Cl. ~ Vl ..._, .... 

E m bO u bO (outgroup) ru :::i 0 0 (l) 0 ro .c .... .c 
Vl ~ V) '+- u ""O 

hair 0 0 0 0 0 l hair 

V) .... 
QI 

amniotic 
egg 

...., 
~ wa lking legs 
.... 
m 
.c 
u Jaws 

vertebral 
column 

(backbone) 

0 0 0 

0 0 0 

0 0 1 

0 l l 

0 1 1 

I I I walking legs 

I 1 1 jaws 

l 1 1 vertebral column 

FIGURE 13.2.4 Building a simple phylogenetic tree using morphological characters. (a) A character table lists different morphological 
characters and their presence (1) or absence (0) in each taxon is indicated. (b) Each taxon is sequentially added to the tree according 
to the presence of shared characters, wh ich are assumed to reflect when they appeared in evolutionary history 

TCATCC species B 

ancestral TCATCC ---i 
sequence 

TCATCC species C 

TGATCC species A 

FIGURE 13.2.5 Phylogenetic trees can be built using 
DNA sequence data to estimate the evolutionary 
distance between taxa. DNA mutations (in this case 
the ancestral nucleotide C has been substituted for 
G, highlighted bold) are represented by branches 

C to G mutation 
at position 2 

in the tree; the greater the number of nucleotide 
differences between taxa, the greater the distance 
between them in the phylogenetic tree. 

Parts of phylogenetic trees 
As tl1e name suggests, a phylogenetic tree is shaped like a tree with branches and 
leaves that extend from the root or ancestral lineage (Figure 13.2.6) . Each line on 
the tree is called a branch and represents the evolutionary path from a common 
ancestor. T he end of each branch co11tai11s a scie11tific name and is called a leaf. 
T he point at which tvvo branches diverge is called a node ( or branch point) and 
represents the last common ancestor that tl1e diverging groups shared. An outgroup 
species is sometimes included to assess the evolutionary relationships of those in 
the ingroup (the taxa of focus) relative to more distantly related taxa. 

node 
where lineages diverge 

ancestral -----a 

lineage 
(root) 

branch 

---- leaf 
~---_.L- taxon A -------

~--taxonB 

~--taxonC 

~----- taxon D 

'------+------ taxon E 

~----- taxon F 

sister 
taxa 

sister 
taxa 

..__ ___________ taxon G } outgroup 

this node represents 
the common ancestor 
oftaxa A- G 

FIGURE 13.2.6 The components of a phylogenetic tree, with taxa diverging from the root 
Branches represent the evolutionary paths and nodes represent the divergence points. 

O A lineage is all the species that are 
descendants of a common ancestor. 
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0 A clade includes an ancestor and all 
of its descendants. 

Pairs of taxa grouped together are called sister taxa and are the most closely 
related relative to other taxa in the tree. The most closely related (most recently 
diverged) taxa have the shortest branch lengths bet\veen them. In Figure 13.2.6, 
~rou can see that the closest relative of taxo11 C is taxon B, as that is the closest 
taxon following the branch from taxon C. Because no other taxa are more closely 
related in the tree, taxa B and Care sister taxa. T he next closest relative to taxon C 
is taxon A. Even though taxon D is listed under taxon C and they appear close to 
each other, if you follo,v the branch lengths between them, you can see that they are 
actually quite distantly related. 

Each section of the phylogenetic tree is called a clade. A clade is a group of 
organisms that includes an ancestor and all the descendants of that ancestor (also 
called a monophyletic group; shown in Figure 13.2.7). The order in which clades 
diverged from their common ancestor is represented by the order of the branching 
points (or nodes), ,vith the oldest branching point closest to the root of the tree 
(the bottom in vertical trees; the left side in horizontal trees) and the most recent 
branching point closest to the tips of the tree (tl1e top in vertical trees; the right side 
in horizontal trees; shown in Figure 13.2.8). 
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FIGURE 13.2.7 Phylogenetic trees consist of groups of taxa called clades. A clade includes a common 
ancestor and all its descendants. Each coloured square in these two trees represents a clade. 

ray-finned Tiktaa/ik 
(extinct) 

lizards and 
relatives sharks fishes coelacanth lungfish 

I oldest branching point 
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<lJ 
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__ ___, branch ing ......, 
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C: 
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FIGURE 13.2.8 The order of the branching points (or nodes). from root to the tips of the tree (bottom 
to top in a vertical tree; left to right in a horizontal tree}, represents the order in which clades 
diverged from one another. 
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There are three differentv.1ays in which taxa can be grouped within a phylogenetic 
tree (Figure 13.2.9): 
• Monophyletic groups ( one tribe) include a common ancestor a11d all of its 

descendants (a clade). This grouping is the only taxonomically viable group and 
is the basis of evolutionary biology. (A group that does not form a monophyletic 
group is not a taxonomic group.) All the members of a monophyletic group can 
be removed from the tree with a single 'cut'. 

• Paraphyletic groups (beside or surroundi11g the tribe) include a common 
ancestor and only some of its descendants. Although not taxonomically accurate 
groupings, paraphyletic groups are u seful for describing subsets of evolutionary 
groups. For example, dinosaurs are a parapl1yletic group. Although birds are 
also dinosaurs (both groups descended from a common ancestor), dinosaurs 
and reptiles are almost always referred to as a separate evolutionary group from 
birds. 

• Polyphyletic gro11ps (many tribes) include multiple descendants but do not 
include a common ancestor. This grouping is rarely used, but may group taxa 
on the basis of shared characteristics, such as the ability of birds and mammals 
to maintain their body temperature. 

A 

0 A monophyletic group contains 
a common ancestor and all its 
descendants. This group is also 
called a clade and is the only true 
taxonomic group. 

common ancestor of 
paraphyletic group B + C + D 

8 A paraphyletic group 
(pink box) includes the 

,,-,:: common ancestor and 

common ancestor 
of polyphyletic 
group E + F + G 

A monophyletic group 
can be removed from the 
tree with a single 'cut'. 

,. 

,. 
/ 

/ 

C - some, but not all, of the 
ancestor's descendants. 

D 

E A polyphyletic group 
(yellow box) does not 

/ include the common 
F ancestor of the group. 

G 

H 
A monophyletic group 
(blue box) includes the 
common ancestor and 

/- all descendants of that I 
ancestor. 

J 

common ancestor of 
monophyletic group H + I + J 

FIGURE 13.2.9 Three types of groupings within phylogenetic trees: monophyletic, paraphyletic and 
polyphyletic. Monophyletic groups are the only true taxonomic groups. 

CHAPTER 13 I DETERMINING THE RELATEDNESS OF SPECIES 439 



O Phylogenetic trees can be drawn 
in many different ways: vertical or 
horizontal; rectangular or circular; 
rooted or unrooted; diagonal or 
horizontal branches; and scaled or 
unscaled branches. Trees that look 
quite different can represent the 
same evolutionary relationships. 

Different forms of phylogenetic trees 
Phylogenetic trees come in two main forms : rooted trees (Figure 13.2. lOa-d) and 
unrooted trees (Figure 13.2. lOe, f). Both these tree types can also have scaled or 
unscaled branches. These trees are referred to as cladograms if tl1ey are unscaled 
(Figure 13.2.lOa, b) and phylograms if they are scaled (Figure 13.2. lOc, d). The 
branch lengths of a cladogram are not proportional to the amount of evolutionary 
divergence (nucleotide changes) between taxa. 

Phylogenetic trees may be presented horizontally (Figure 13.2.lOa-d) 
or vertically, a11d branches may be diagonal (Figure 13. 2 .1 Oa, c) or square 
(Figure 13 .2.1 Ob, d) . These different tree t)rpes and configurations may appear 
quite different even \1vl1en representing the same evolutionary relationships. 

Rooted tree with unscaled branches (cladogram) 

a species A b ~- species A 

species B species B 

root species c species C 

species D 
root 

species D 

species E species E 
I I I I I I I I I 
Time Time 

Rooted trees with scaled branches (phylogram) 

C 

root-< 

species A 

species B 

~---- species C 

species D 

species E 

one unit 

e Unrooted tree with scaled branches 
(phylogram) 

species A 

species B 

species E 

species C 

species D 

one unit 

d 
species A 

~ species B 

-
s pecies C 

- species D 

species E 

- root 

one unit 

f Unrooted tree with unscaled branches 
(cladogram) 

species A 

species C 

species D 
species E 

FIGURE 13.2.10 Phylogenetic trees can be depicted in many different ways to show the same 
evolutionary relationships. Two different ways of drawing rooted trees are with (a, b) unscaled 
branches (cladograms) and (c, d) scaled branches (phylograms). The unscaled trees in (a) and (b) 
have been calibrated to a timesca le. Two unrooted phylogenetic trees, (e) one with scaled branches 
and (ij the other with unscaled branches, are also shown. All of these trees present the same 
evolutionary relationships in different ways. 
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Rooted trees 
Rooted trees are drawn with the first branches coming from the base or 'trunk' 
of the tree. These may be drav,rn vertically (Figure 13. 2 .11), horizontally or in a 
circular format. The root represents tl1e hypothesised common ancestor of all tax a 
in tl1e tree a.nd the branches represent the evolutionar)' path of those taxa over time. 
In comparison, unrooted trees depict the evolutionary relationships between taxa in 
tl1e tree but do not show tl1eir evolutionary path from a common ancestor. 

ground and cactus finches tree finches 
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Certhidea 
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f'IGURE 13.2.11 Phylogenetic tree of the evolutionary relationships between 
Darwin's finches. This tree is rooted to the most recent common ancestor of 
Darwin's finches, the genus Tiaris. The tree has scaled branches, indicating 
the amount of genetic divergence between the taxa. common ancestor 

Tiaris sp. 

In order to root the tree to a common ancestor, an organism tl1at is known to be 
related to the main group of interest is included in the phylogenetic analysis as an 
outgroup.The outgroup (warbler finches in Figure 13.2.11) provides a comparison 
point to assess where the main group of organisms (ingroup) sits in relation to 
other closely related taxa. 1~he outgroup must be related to the ingroup in order 
to make meaningful comparisons, but not be more closely related than organisn1s 
in the ingroup are to one anotl1er. An outgroup can be selected by alig1ung DNA 
sequences to determine ho,:v closely related they are. 

taxon A 

taxon B 

taxon C 

taxon D 

taxon E 

taxon F 
In phylograms the lengths of the branches connecting t\:vo organisms indicates 

the amount of genetic di,,ergence between tl1em. The time that has passed since the 
organisms shared a con1mon ancestor can also be represented by tl1e branch length, 
by applying a molecular clock (Section 13.1). I 

taxon G 

Th is branch point forms a 

Polytomies 
Occasionally there vvill be nodes with more than two descendent lineages (like a 
garden rake). These nodes are called polytomies (Figure 13.2.12). Polytomies 
occur vvhere there is not enough information to distinguish the order of evolution or 
when rapid speciation has occurred after adaptive radiation in a new environment 
(Chapter 12, page 413). If rapid speciation has occurred, then all the daughter 
lineages will be closel)' related. 

polytomy: an unresolved 
pattern of divergence. 

f'IGURE 13.2.12 Phylogenetic tree with a 
polytomy between taxa D, E and F. Polytomies 
are formed when the evolutionary relationships 
between three or more taxa cannot be resolved 
due to lack of information or rapid speciation 
events. 
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Otocolobus manul = Pallas's cat 
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Panthera pardus = leopard 
Africa 

FIV-Aju 

Unrooted phylogenetic trees 
Unrooted phylogenetic trees do not include an ancestral root . Because the ancestor 
is not defined in unrooted trees, they often have a radial layout. These trees only 
indicate the relationship between the different leaf nodes without indicating which 
node is the most ancestral. Like the rooted phylogram, unrooted trees can also have 
scaled branches ,vhere the distance between each leaf (along the branch lengths) 
is an indication of the amount of genetic divergence between the two groups of 
organisms. A greater distance suggests more time has passed since they shared a 
common ancestor (Figure 13.2.13). 

D 
Southern 
Africa 
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FIV-Ple 

Panthera /eo = lion 
Africa 

Acinonyx jubatus = cheetah ~ ~ 
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Crocuta crocuta = spotted hyena 
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North (NA) 
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F 
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B 
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A 
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Fe/is catus = domestic cat 
global 

FIGURE 13.2.13 Unrooted phylogenetic tree representing evolutionary relationships between 
subtypes of the feline immunodeficiency virus (FIV) from seven carnivore species. The common 
ancestor has not been defined in this tree and so, without a root, it has a radial configuration. 
Branches are scaled to represent the genetic distance between the virus subtypes. 
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CASE STUDY ANALYSIS 

The evolutionary uncertainty of ray-finned fish 
Phylogenetic modelling of fish species reveals that there 
is uncertainty around the evolutionary relationships of 
a group of ray-finned fish known as the Percomorphs 
(highlighted in yellow in Figure 13.2.14). You might have 
noticed that the section of the phylogenetic tree (clade) 
with the Percomorphs looks different from the rest of 
the tree. Instead of each node (branch point) having two 
lineages, the Percomorph clade looks like a rake, with 
many lineages. This feature of a phylogenetic tree is 
called a polytomy. 

-
... 

-... 
-

-
I Polytomies 

hagfish 
(Myxiniformes) 
lampreys 
(Petromyzontiformes) 
sharks and rays 
(Elasmobranchii) 

lobe-finned fishes and tetrapods 
(Sarcopterygii) 
herring and catfish 
(Otomorpha) 

salmon and smelts 
(Protacanthopterygii) 
hatchet fish 
(Stomiatiformes) 
lizardfish 
(Aulopiformes) 

lanternfish 
(Myctophiformes) 
trout-perches 
(Percopsiformes) 
cods 
(Gadiformes) 
whalefish 
(Stephanoberyci formes) 
sticklebacks 
(Gasterosteiformes) 
spiny eels 
(Synbranchi formes) 
guppies and relatives 
(Cyprinodontiformes) 
toadfish 
(Batrachoidiformes) 
bettas 
(Anabantiformes) 

cichlids 
(Labriformes) 
anglerfish 
(Lophii formes) 
icefish 
(Nototheniiformes) 
perches 
(Perciformes) 

tuna 
(Scombriformes) 

scorpion fish 
(Scorpaeniformes) 
pufferfish 
(Tetraodontiformes) 

FIGURE 13.2.14 Polytomies in this phylogenetic tree (highlighted in 
yellow) indicate that the evolutionary relationships of Percomorph fish 
are uncertain. 

a 

FIGURE 13.2.15 (a) Spiny eel and (b) scorpion fish 

In this tree, there are two polytomies (highlighted in 
yellow), one with three lineages (sticklebacks, spiny eels 
and guppies) and the other with nine lineages (toadfish, 

bettas, cichlids, anglerfish, icefish, perches, tuna, 
scorpion fish and pufferfish, Figure 13.2.15). Polytomies 
indicate that there is not enough information to resolve 
the evolutionary relationships of lineages. The tree tells 
us that these lineages are closely related but we can't 
be sure of the order in which they diverged from one 
another. From the phylogenetic tree in Figure 13.2.14, 
we know that sticklebacks, spiny eels and guppies are 
closely related, but we can 't tell which is most closely 
related to which. Further study and additional data 
can help scientists resolve polytomies and gain more 
certainty about evolutionary relationships. 

Analysis 
1 Using Figure 13.2.14, identify which group the 

Percomorphs are most closely related to. 
2 a Are sticklebacks more closely related to spiny eels 

or toadfish? 

b Explain your answer. 

3 What other data could help scientists learn more 
about Percomorph evolution? 
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r------------------------------------------------------- - --------------------------------~ 

13.2 Review 
SUMMARY 

• Phylogenetic trees show the evolutionary 
relationship between different groups of organisms 
based on morphological and molecu lar homology. 

• The branches and nodes of phylogenetic trees 
indicate common ancestry between organisms. 

• A clade is a group of organisms that includes an 
ancestor and all the descendants of that ancestor. 

• Groups in phylogenetic trees can be described 
as monophyletic, paraphyletic or polyphyletic 
depending on their evolutionary relationships. 

KEY QUESTIONS 

Knowledge and understanding 
1 What is a phylogenetic tree and what does it 

represent? 

2 List four forms of phylogenetic tree. 

3 Why is an outgroup included in some phylogenetic 
trees? 

Analysis 
4 From the phylogenetic tree below, which animal is 

most close ly related to the pig? 

deer 

whale 

hippo 

peccary 

camel 

OA 
✓✓ 

• Monophyletic groups are the only taxonomically 
viable group because they contain a common 
ancestor and all its descendants (a clade). 

• Rooted phylogenetic trees can be used to indicate 
the length of time that has passed since organisms 
shared a common ancestor. 

• Unrooted phylogenetic trees do not include an 
ancestra l root, and on ly indicate the relationship 
between the different leaf nodes. 

5 Which species is most closely related to species A? 

C 

A--::-.----< 

B 
E 

6 Number (1- 7) the nodes of the phylogenetic tree in 
the order in which they diverged. 

~ .... --- ~ S:,~ ,~ ~ 
coelacanth lungfish (extinct) mammals relatives amphibians fishes sharks 

I I 

I 
I 
I 
I 
I 
I 

I 

~-------------------- - -------------------------- - ----------- - -------------- - ------- - -- - --4 

444 AREA OF STUDY 2 I HOW ARE SPECIES RELATED OVER TIME? 



Chapter review 

I KEY TERMS I 
analogous feature 
branch 
clade 
cladogram 
common ancestor 
convergent evolution 
divergent evolution 
homologous features 
leaf 
lineage 
molecular homology 
monophyletic group 
mutation rate 

I REVIEW QUESTIONS I 

node 
outgroup 
phylogenetic tree 
phylogeny 
phylogram 
point mutation 
polytomy 
root 
sister taxa 
structural morphology 
taxon (plural taxa) 
taxonomy 
vestigia I structure 

OA 
✓✓ 

Knowledge and understanding 
1 What are vestigial structures? Give an example. 

6 Which graph would best illustrate the assumed rate of 
the molecular clock? 

2 Identify the following as analogous or homologous 
features. 
a the wings of butterfl ies and the wings of birds 

b the fl ippers of whales and the fins of fishes 

c the arms of humans and the flippers of seals 

3 Explain why mutations in the DNA of two species 
can represent the time since they shared a common 
ancestor. 

4 Explain why point mutations may not always result in 
a change in phenotype. 

5 Explain why mitochondrial DNA (mtDNA) is used 
instead of nuclear DNA to differentiate closely related 

' species. 
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7 Which phylogenetic grouping (monophyletic, 

paraphyletic or polyphyletic) is the only taxonomically 

viable group and why? 

8 It has been established that human mitochondrial 
DNA is maternally inherited. Using this understanding, 

scientists have postulated that all living humans are 

related to a single female (Mitochondrial Eve), who lived 

between 140 and 200 thousand years ago. There is a 
general misconception that this means that all humans 

are descended from only one female. Explain why this 

interpretation of the situation is incorrect. 

Application and analysis 
9 Which of the following statements best describes the 

phylogenetic tree shown below? 

A scaled and rooted 

B unscaled and rooted 

C scaled and unrooted 

D unscaled and unrooted 

millions of years 

3 2 1 0 

- Homo hab'/'s I I 

Homo e rectus 

Homo neanderthalensis 

Homo sapiens 
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10 According to the phylogenetic tree of selected primates 

shown below, which of the following statements is true? 

A Humans are more closely related to chimpanzees 

than they are to bonobos. 

B The most recent common ancestor of gorillas and 

bonobos lived about 15 million years ago. 

C The most recent common ancestor of bonobos and 

chimpanzees lived about 3 million years ago. 

D Humans and orangutans last shared a common 

ancestor around 10 million years ago. 

millions of years 
• • • • • • 

25 20 15 10 5 0 

bonobo 

chimpanzee 

human 

gorilla 

orangutan 

11 Four plants have simi lar leaf shape, but plant 4 has 

a different colour and was proposed to be distantly 
related to the others. A section of DNA from each 

species is aligned. 

a Copy and complete the table for base changes in 

the sequence alignment. 

b From this data, infer which two species are most 

distantly related. Justify your answer. 

Multiple alignment 

P1 I AGGCCAAGCCATAGCTGTCC 

P2 i AGGCAAAGACATACCTGACC 

P3 ; AGGCCAAGACATAGCTGTCC 

P4 ; AGGCAAAGACATACCTGTCC 



12 Compare the three sequences below. 

monkey 

goril la 

human 

ATG C AC A C CT C C AT T A TA 

ATG T AC G C TA C C AT A A CC 

ATG C AC A C TA C T AT A A CC 
*** ** * * * * * 

a Complete the table of number of base changes. 

b Complete the unrooted phylogenetic tree for these 
three species based on the data provided. 

human f 

- 1 base difference 

c Determine which species is more closely re lated to 
the gori lla from the provided data. 

13 Hearing is quite a complex process. In humans and 
other mammals, it involves an outer membrane (the 
tympanic membrane or eardrum) and three bones (the 
incus, malleus and stapes), also known as the auditory 
ossicles. The ear bones can transfer vibrations from the 
tympanic membrane to an inner fluid-filled chamber 
called the cochlea. The cochlea is lined with sensors 
that detect the vibrations in the fluid and transfer the 
informat ion, via nerve signals, to the brain. The 
mammalian incus and malleus evolved from parts of 
the jaw of fish and the stapes evolved from the 
hyomandibula bone. In fish, this bone he'lps to support 
the gi ll s. 

ossicles ---. 

;;,.,-- nerves to 
brain 

tympanic Jl.--::::::::-..; 
membrane ' 

- ----'-- ......--- fluid-filled 
cochlea 

OUTER MIDDLE INNER 
EAR EAR EAR 

Reptiles have a single bone, the co lumella, which 
evolved from the hyomandibula bone. The columella 
transfers the sound from the tympanic membrane to 
the fluid-fil led inner ear. 

internal footplate ascending 
oval window process 

otolith in 
inner ear 

round 
window 

......_____ 
...___ 

columella 

\ 
:------------operculum 

-------
vagus 2mm 
nerve 

cartilage 
cushion 

... 
. ' 
' . ' 

tympanic 
membrane 

Explain whether the bones of the middle ear in 
mammals and reptiles are homologous or analogous. 

14 a DNA sequences provide evidence of the evolution of 
organisms. Justify this statement. 

b Explain how scientists can use DNA sequences to 
reconstruct the evolutionary history of species. 

c Draw a phylogenetic tree to support your answer. 
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15 The tyrosine-related protein 1 gene (TYRPl) is a 
gene that codes for an enzyme that is involved in 
the production of melanin in the skin, hair and eyes 
in humans. The gene is also found in many other 
vertebrates where it also codes for melanin production. 
Consider the table below, which shows the amino acid 
sequence for part of the protein. The first column 
shows the sequence in humans. The other columns 
show the differences between the sequence in humans 
and the other species. Empty boxes mean that the 
amino acid is the same as that in a human. 

a i Based only on the data given, which organism 
is most closely related to humans? Justify your 
opinion. 

Species 

Amino acid 
position 

Homo Capra Canis lupus Ovis aries 
. 

hircus familiaris (sheep) saptens 
(human) (goat) (dog) 

leu 

ile 

ser 

phe leu 

280 asn 

ser 

val 

phe 

ser 

gin 

trp 

arg 

val 

val 

290 cys 

asp glu 

ser 

leu 

glu 

asp 

t ry 

asp 

thr 

leu 

300 gly 

thr 

leu 

cys 

asn 
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ii Based only on the data given, which organism is 
most distantly related to humans? Justify your 
op1n1on. 

b Gallus gal/us is a chicken and Takifugu rubripes is 
a pufferfish. Most evolutionary data indicates that 
chickens have a more recent common ancestor 
with humans than do pufferfish, but a comparison 
of the TYRPl protein of these two organisms and 
the human protein indicates that pufferfish are 
more closely related than ch ickens to humans. 
Why wouldn't scientists rewrite the evolutionary 
tree based on this data? 

Mus Gallus Xenopus Takifugu 
musculus gal/us laevis (frog) rubripes 
(mouse) (chicken) (pufferfish) 

ser ala 

leu 

gin ser ala 

i le ile 

thr arg 

leu 

phe 

i le val va l 

glu 

glu 

ser ser 

ile i le val 



16 The d iagram below is a cladogram illustrating the 
evolutionary relationships between various groups of 

. 
organisms. 

V1 
(I) 

V1 
E <'O 

V1 V1 .c (I) .... a. 
Q) .... V1 V1 V1 ..... ::i 
..... (I) .x tb 'O V1 0 
Q) 'O .... V1 .... C V1 

m 'O .... 
(I) a. .c >, C m .... 0 <'O 
.0 <'O ::i N E E V1 V1 '- ·- .0 -

scales ...,_ ... hair/fur 

exoskeleton .._ 

carti laginous ... 
skeleton 

.... amniotic egg 

-i- 1ungs 

• - vertebrae 

a What extra information could be drawn from the 
diagram if it had been drawn as a phylogram? 

b i Are lungfish more closely re lated to rays or 
lizards? Explain. 

ii What characteristic arose in the common ancestor 
of lizards, birds, monotremes and marsupials and 
is thus present in only that clade today? 

c For e.ach group, identify whether it is an example of a 
monophyletic, paraphylet ic or polyphyletic grouping: 

i lungfish, sharks and rays 

ii lizards, birds, monotremes and marsupials 

iii birds, lizards and beetles. 

17 The ratite birds have long interested palaeontologists 
and biologists as they provide something of a mystery. 
Members of the ratite group (which includes emus and 
ostriches) are unable to fly. The mystery was how, if 
ratites never flew, did they become distributed across 
the world. 

The first hypothesis suggested for their distribution 
was that they had a common ancestor that lived on the 
southern supercontinent, Gondwana. This resulted in 
the formation of many ratite species when Gondwana 
broke apart over a period of 85 mi ll ion years. 

Laurasia and Gondwana Modern world 

Timeline of Gondwana break up 

Gondwana 

. / Africa (124 mya) 

Af rica and ---. South America 

/ 

South America (124 mya) 
(140 mya) 

- - India and Madagascar -----
1nd

ia (
6

0 mya) 

(l 40 mya) -----.... Madagascar (60 mya) 

Antarctica, Australia 
and New Zealand 
(140 mya) 

------- Antarctica (55 mya) 

~ Australia (55 mya) 

New Zealand (80 mya) 

a Explain how the breakup of Gondwana could have 
resulted in the formation of species as d iffe rent as 
the ostrich and the kiwi . 

b The phylogenetic tree for the ratites was 
hypothesised, on the basis of their morphology, 
to be as shown below. 

fl ight 

large 
wings 

t inamou (South America) 

herbivorous 

moa (New Zealand) 

nostrils at the end 
of a long beak 

I 
I 

2 toes 
I 
I 

mixed herd 
I 
I 

kiwi (New Zealand) 

ostrich (Africa) 

rhea (South America) 

s 
cassowary (Australia and New Guinea) 

3 toes 
I colour fu l 
I 

small 
. 

wings emu (Australia) 

i Which group could be considered to be an 
outgroup in the tree above? 

ii Consider the phylogenetic tree above and the 
t imeline of the continents breaking away from 
Gondwana. Identify one piece of evidence from 
the tree that supports the hypothesis that the 
ratites developed from populations that became 
isolated when Gondwana broke apart. 

iii Identify one piece of evidence in the phylogenetic 
t ree above that refutes the hypothesis that 
ratites developed as a resu lt of the breakup of 
Gondwana. 

Question 16 continues over page 
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c One extinct member of the ratite group that has 
not been included in the phylogenetic tree is the 
elephant bird of Madagascar. Madagascar is an 
island found off the east coast of Africa. There are 
no ratites in India and no evidence that they ever 
lived there, so one hypothesis is that Madagascar 
was colonised from Africa by rafting. (An organism 
gets trapped on a log or something similar and is 
transported across the ocean to an island.) 
i Why is it relevant that there are no ratites in India? 

ii Considering all of the data presented so far, which 
of the ratites in the phylogenetic tree on the 
previous page should be most close ly related to 
the elephant bird? 

d In the last few years DNA analysis has advanced to 
the stage that it has become possib le to sequence 
DNA from fossils of the moa, which has been extinct 
for around 600 years, and the elephant bird, which 
has been extinct for around 250 years. The results of 
these analyses along with the analysis of the extant 
(living) species of ratites led to a complete revision of 
the ratite phylogenetic tree, along with the 
development of an entirely new hypothesis to 
explain their distribution. 

----------------- ostrich 

.-------------- rhea 

---- cassowary 

.__ ___ emu 

.------ kiwi 

.__ ____ elephant bird 

.-------- tinamou 

.__ ______ moa 

i Explain how evidence from the DNA analysis 
disagrees with the theory that the ratite 
distribution occurred due to the se.paration of 
Gondwanan populations of an ancestral f lightless 
ratite bird. 

ii It has now been hypothesised that the ratite 
ancestors were all flighted birds whose ancestral 
populations flew to where they are found today 
and that the loss of flight occurred independently 
on several different occasions in this group. 
Explain the type of evolution that this represents. 
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18 In the past, the primary method taxonomists used 
to work out the evolutionary relationships between 
organisms was to investigate the morphology of the 
organisms. Important characteristics were compared 
and scored in a table called a character matrix. Observe 
the insects below. 

insect A insect B insect C insect D 

a Complete the character matrix for the insects. Use 
'O' for ancestral traits and '1' for derived traits. 
Assume that insect A is an outgroup for these 
species. 

Trait I A is le lo 
yellow wings 

wing spots 

red abdomen 

blue eyes 

b Draw a cladogram to show the evolutionary 
relationships between the insects. Include significant 
traits on the diagram. 

19 Scientists were studying the relationships between a 
number of species in the genus Conus. This is a genus 
in the phylum Mollusca. All members of the genus have 
cone-shaped shells . 

Conus marmoreus shell 



Cytochrome c oxidase I (COi) is an enzyme found in many 
species, including the four species of Conus below. 

Species I Abbreviation 

Conus marmoreus M 

Conus cha/deus C 

Conus omaria 0 

Conus magnus MG 

The grids below show the base sequence for part of a gene 
coding for COi. The grids contain 21 triplet nucleotides of 
the COi gene of all four species and have been coloured to 
make observing and counting differences easier. 

C 

0 

MG 

M 

A A 
A T 
A A 

A A A 
A T A A 
A A A T 

C A T A T T T T A T T T 

a Complete the following table by counting the number 
of nucleotide differences between pairs of the species. 
Each pair only needs to be counted once so shaded 
squares do not need to be filled . 

b Use the data obtained from the DNA sequences to 
generate a possible cladogram for these species. 

A 
T A 

A T 9 A 

T 
G A 
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20 A DNA sequence from three extant ratites (rhea, kiwi and cassowary) and the 
extinct elephant bird is shown below in a multiple sequence alignment. The 
DNA sequence is 40 nucleotides long. 

rhea A A T A G T T - C A T A A A T A T C C G G C A C C A T A A A T C A G C G C C T A 
kiwi A A T A G T C - C G T A A A T A T C T G G T T C C A T A A A T T A A C G C A A A 
cassowary A AT AG TT - CAT A A AT ATC CG AC CCC AT A A ATTA AC G CG A A 
elephant bird A AT AG T G - TT TA A AT ATC T G GA AC CC AG AC CA CAT AC A A A 

The researchers constructed a phylogenetic tree based on all of the 
mitochondria and nuclear DNA sequence data available from al l extant and 
extinct ratites for which DNA is available. A simplified phylogenetic tree of the 
major taxa is shown below. 

mya 

101 66 56 33 23 6 

early Cretaceous late Cretaceous Eocene Oligocene Miocene 

2 

Paleocene Pliocene 

-

.---------- elephant bird 
,__ _________ kiwi 

~-----emu 

cassowary 

.--------- tinamou 
.__ ________ moa 

..__ ___________ rhea 

,__ ____________ ostrich 

- - - - - - - - - - - - - - - - - - - - - - Lithornis cohort 

a Copy the table below into your workbook. Count the number of nucleotide 
differences for each pair of birds and record the numbers in the table. 

b Based on your counts of this sequence, identify the living species that is the 
closest relative of the extinct elephant bird. Justify your answer. 

c Explain whether your determination of the closest relative of the elephant 
bird from the DNA sequence alignment agrees with the phylogenetic tree 
pictured. 

d Compare the result for the cassowary and rhea obtained from the short 
DNA sequence alignment and the phylogenetic tree produced from the 
mitochondrial and nuclear DNA sequence data. Identify any discrepancy 
or disagreement between these results and suggest a reason for any 
difference. 

e State the time, in millions of years, and identify the geological period of the 
common ancestor of the elephant bird and kiwi from the phylogenetic tree. 
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Learning outcomes 
The quest for answers about our origins and the evolutionary paths that led us 

to where we are today is more exciting than ever, with rapid ly advancing DNA 

technology and the discovery of new fossils and archaeological artefacts. Our 

evolutionary story is a dynamic one, changing as new information comes to light 

or new ideas are found to have greater explanatory power. 

In this chapter you wi ll learn about what it is that makes us human: our shared 

and defining characteristics from other mammals, primates, hominoids and 

hominins. You wi ll also examine the characteristics of some of our known 

ancestors and come to understand patterns in hominin evolution, from the genus 

Australopithecus to our own genus, Homo. You will also learn about the human 

fossil record and how it is used, along with DNA evidence, to understand the 

evolutionary history of modern humans and their migration around the world. 

Key knowledge 
• the shared characteristics that define mammals, primates, hominoids and 

hominins 14.1 

• evidence for major trends in hominin evolution from the genus Australopithecus 

to the genus Homo: changes in brain size and limb structure 14.1, 14.2 

• the human fossil record as an example of a classification scheme that is 

open to differing interpretations that are contested, refined or replaced when 

challenged by new evidence, including evidence for interbreeding between 

Homo sapiens and Homo neanderthalensis and evidence of new putative 

Homo species 14.1, 14.2 

• ways of using fossil and DNA evidence (mtDNA and whole genomes) to explain 

the migration of modern human populations around the world, including 

the migration of Aboriginal and Torres Strait Islander populations and their 

connection to Country and Place. 14.2 

VCE Biology Study Design extracts© VCAA (2021); reproduced by permission 
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O Chimpanzees and bonobos are our 
closest living relatives but we did not 
directly evolve from them. Our last 
shared common ancestor existed 
approximately 6-8 million years ago. 

todayJ 

65 mill ion 
years ago 

pros1m1ans 

I I 
lemurs tarsiers 

and lorises 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

14.1 Defining humans 
Horno sapiens is the Latin term for our specjes. Tl1e term translates as 'wise man' 
and refers to anatomically and behaviourally modern humans. H. sapiens is one of 
the most widespread, adaptable and influential species to have ever existed. Under 
the Linnaean system of biological classification, H. sapiens is a eukaryote and a 
member of the animal ltingdom. 

Within the animal kingdom, humans are further classified as mammals, ,vith 
the characteristics of body hair and the ability to suckle young (Figure 14. 1.1). 
Humans are also classified as primates (order Prin1ates), l1a,,ing a grasping hand, 
bicuspid teeth, a short nose and vvell-developed eyes and brain. Within the order 
Primates, humans belong to the same family (Hominidae) as the great apes, which 
includes orangutans, gorillas, chimpanzees and bonobos. All hominids lack a tail 
and have similar skeletal and skull features. As vvell as sharing many anatomical and 
behavioural features with all of the great apes, modern humans share 98.8% of their 
DNA with chimpanzees and bonobos, our closest living relatives. Although modern 
l1umans are very sinular to chimpanzees and bonobos, we did not directly evolve 
from them or any other living primate. DNA and fossil evidence tells us that we 
last shared a common ancestor with chimpanzees and bonobos approximately 6- 8 
million years ago (Figure 14.1.2). 

monkeys 

I I 
new world old world 
monkeys monkeys 

apes 

I great apes I I I I 
lesser apes orangutans gorillas chimpanzees humans 

and bonobos 

the last common 
ancestor of humans 
and chimpanzees lived 
between 8 and 6 mil lion 
years ago 

the last common ancestor of monkeys 
and apes lived about 25 million years ago 

FIGURE 14.1.2 Evolutionary relationships of living primates 
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FIGURE 14.1.1 'Tree of life' depicting the evolutionary 
relationships of humans with other organisms 

Link to humans 

ARCHAEA 

BACTERIA 

~ 
Coccals Spirillum 

for example, 
pneumococcals 

Bacillus 
Escherichia coli 
has this form 

in the form of a 
helicoid or spiral 

Vibrio 
found in 

sal t water 

Euryarchaeota 
Hafobacteria 
salivarium 

Crenarchaeota 
live in environments 

with high temperatures 

Korarchaeota 
most primitive 
of the archaea 

PLANTS 

PROTISTA 

FUNGI 

ANIMALS 

Basidiomycetes 
include the typical 
capped mushroom 

Ascomycetes 
most species 
grouped here 

Zygomycetes 
reproduce through 

zygospores 
NOT VASCULAR 

no internal 
vessel system 

multicellular and heterotrophic; 
two principal characteristics 

are mobility and internal 
organ systems; reproduce 

sexually; m, tabolism 

Chytridiomycetes 
can have mobile 

cel ls 

Deuteromycetes 
asexual 

reproduction 

Seedless 
small plants with 

simple tissues 

VASCULAR 
internal 

vessel system 

With seed 

is aerobic 
Cnidarians 

include species -------
such as sea jellies 

and corals 

I 

Molluscs 
include the octopus, 

snails and oysters 

I 

BIL/AT RAL 
symmetrical 

bilat, ral 
organisms 

VERTEBRIATES 
have a ver,tebral 

ARTHROPODS 
have an external 

skeleton (exoskeleton); 
limbs are jointed 

appendages 

column, a skull that 7 Bony fish 
protects t~e brain have spines 

and a skeleton and a jaw 

TETRAP09S AMNIOTES- MAMMALS 

Insects 
the greatest 
evolutionary 

success 

Myriapods 
millipedes and 

centipedes 

Arachnids 
spiders, 

scorpions 
and acarids 

Crustaceans 
crabs and 

ocean lobsters 

Placental 
offspring 
are born 

completely 
developed 

Cartilaginous fish 
includes the rays 

and sharks 

an i --- SB.,.,.,"""-="'-",..,,_ ___ __,,,o,.._,._s1ru:.ing 
four limbs born from an are fed witth--•-• 

0 . 

Angiosperm 
with flower and frui t; 
more than 250000 

species 

Gymnosperm 
with naked seeds: 
cycadophytes were 

examples 

Amphibians 
water dwellers when 

young; live on land later 

embryo inside an mother's milk 
amniotic egg 

I 
BIRDS AND REPTILES 

.--- oviparous species; 
reptiles are ectothermic 

(cold-blooded) 

Turtles 
the oldest 

reptiles 

I 

Lizards 
also includes 

crocodiles 

Snakes 
scaly and with 

long bodies 

Marsupials 
the embryo 
completes its 
development 
outside of the 

mother 

Monotremes 
the only 

oviparous 
mammals; 
the most 
primitive 

CHAPTER 14 I HUMAN CHANGE OVERTIME 457 



O In taxonomy, a 'tribe' is the 
taxonomic rank above genus and 
below subfamily and family. 

BIOFILE 

Hominins, hominids and 
hominoids 
The taxonomic classification of humans 
has changed over time, with some 
confusion arising in regard to the terms 
'hominin', 'hominid' and 'hominoid.' 
Humans belong to the tribe Hominini 
and hence are hominins. Hominini 
also includes extinct Homo species, 
Australopithecus, Paranthropus and 
Ardipithecus. We are also part of a 
larger group, the family Hominidae, 
which includes orangutans, gorillas and 
chimpanzees, hence the term hominid. 
Finally, the superfamily Hominoidea 
includes humans, the great apes and 
the lesser apes (gibbons), hence the 
term hominoid. 

O The foramen magnum is the opening 
for the spinal cord through the skull 
from the brain. A foramen magnum 
positioned further towards the front 
of the skull indicates an upright 
stance and bipedal movement. 

FIGURE 14.1.3 The evolution of skull 
morphology in Homo. From left to right: 
Australopithecus africanus (2.1- 3.3 million 
years ago), H. habilis (1.4-2.4 million years 
ago), H. erectus (0.14- 1.89 million years ago), 
a modern human (H. sapiens) from Qafzeh in 
Israel (approximately 92 000 years old), and a 
Cro-Magnon human (H. sapiens) from France 
(approximately 22 000 years old) 

The term hominoid refers to tl1e superfamily Hominoidea, which includes 
humans, great apes (orangutans, gorillas, chimpanzees and bonobos) and the lesser 
apes (gibbons). I-Iominids, vvhich include humans and great apes, belong to the 
family H ominidae. Hominins refers to members of the tribe Hominini, vvhich 
in.eludes modern humans, extinct human species and our bipedal ancestors ( e.g. 
Australopithecus, Paranthropus and Ardipithecus). Within Hominini, humans belong 
to the Homo genus, with modern humans (H. sapierts) the only surviving species. 

There are ·various fossilised hominins that have been discovered, all 
characterised by \ i\7alking upright on t\vo limbs (bipedalism). Sahelanthropus is the 
oldest known ancestor of modern humans, with skulls found in central Africa that 
date to approximately 7 million years ago. Some scientists think that Sahelanthropus 
may represent a common ancestor of humans and chimpanzees, but this is still 
debated in the scientific community. Species of the extinct genus Australopithecus 
are the closest relatives to the Homo genus. Australopithecus had a forward-jutting 
face, a small brow and a pronounced ridge above the eyes, but hands and teeth tl1at 
\i\1ere similar to ours. 

Homo diverged from an australopithecine (Australopithecus species) 
approximately 2.8 million years ago. The genus Horno is characterised by a larger 
brain and includes 9-1 5 extinct species lmown to date (the identities of some fossil 
specimens are uncertain). Of the extinct species, Ho1no habilis is the oldest, found 
in Africa. A later species, Homo erectus, which had a larger brain than H. habilis, 
spread into South-East Asia about 1.6 million years ago, possibly surviving to about 
300 000 years ago. 

Fossil and DNA e,ridence is continuing to uncover new information and helping 
us to tell our story; but man)' questions remain concerning the origins of modern 
humans and fossil species. 

TRENDS IN HUMAN EVOLUTION 
The fossil remains of our human ancestors demonstrate significant changes in 
ph)1sical, behavioural and cultural traits. o,,er time, our ancestors' arms got shorter, 
tl1eir legs longer, tl1e pelvis modified and the foramen magnum moved f orvvards 
as they spent less time in trees and more time ,valking upright. Bodies became 
leaner and taller vvith less hair as cli1nates became warmer and drier. As their 
diets moved away from plant material and towards a more omnivorous diet, teeth 
became smaller, and the increase in cooking of food further allowed for a reduction 
in jaw muscles. Tlus led to an increased capacity for the slzull to get larger and 
accommodate a larger brain (Figure 14.1.3) . Culturally, the increased control our 
ancestors had over the environment enabled progressively less movement, more 
building of per1nanent shelters and the gradual development of technology, rituals 
and societal structures. 

Today H. sapiens is one of the most successful species on Earth. Our ability to 
adapt readily to changing environments and the technology we have developed to 
support our survival has led us to become one of the most populous, widespread 
and influential species to ever exist on Earth. 
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I CASE STUDY I 

Fossil evidence of modern humans 
Our species, H. sapiens, has been 
around for approximately 200000 
years, with fossil and DNA evidence 
placing some of the earliest of our 
species in Africa. One of the oldest 
fossil records of anatomically modern 
humans was found in a region called 
Omo Kibish in Ethiopia and has been 
dated to 195 000 years ago (Figure 
14.1.4). Two specimens, known as 
Omo I and Omo II, were recovered 
from this region between 1967 
and 197 4. Omo I has anatomically 
modern human morphology with 
some primitive traits, representing a 
transition from archaic H. sapiens to 
early modern H. sapiens. Omo II has 
more primitive features than Omo I, 

AFRICA 

such as a sloping forehead and more 
robust build, leading researchers 
to suggest that it belonged to a 
population that was transitional 
between Homo heidelbergensis and 
H. sapiens. As both specimens have 
been dated to approximately 195 000 
years ago, they may have co-existed. 
Omo Kibish and the surrounding 
regions are of great archaeological 
significance, as this area is the source 
of many important findings regarding 
the origin of our species. 

For many years, Omo I was 
the oldest evidence of H. sapiens. 
However, in 2019 new technologies 
in this rapidly changing field of 
research were used to analyse 
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fossils that are now thought to be 
older than Omo I. In the 1970s, 
anthropologists discovered two skull 
fossils in a cave in southern Greece. 
It was not until 2019 that modern 
technologies allowed scientists to 
reconstruct these fragments to form 
their probable original shape, and to 
date the fragments. When the back of 
one of the skulls was reconstructed, 
it matched the shape of the back of 
a H. sapiens skull. Radiometric dating 
estimated that the skull fragments are 
210000 years old. If confirmed, the 
fossils from Greece could pre-date the 
Omo Kibish fossils and become the 
earliest fossil record of anatomically 

modern H. sapiens. 

FIGURE 14.1.4 (a) The Omo Kibish formation 
in Ethiopia, Africa, is the site of one of the 
earliest known H. sapiens fossils. These fossils 
date back to 195 000 years ago. (b) Omo I was 
discovered in Omo Kibish in 1967, and at that 
time was identified as the oldest anatomically 
modern H. sapiens specimen . 
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O Bipedal means to walk upright on 
two limbs. Bipedalism is t he defining 
feature of hominins. 

HOMO SAPIENS: MODERN HUMANS 
Time range: present day-200 000 years ago 
Geographic range: worldwide 

Limb structure 
Modern H. sapiens can generally be characterised by a leaner, more agile (but less 
strong) bipedal build than our predecessors. Our pelvis is narrovver and deeper 
than that of our ancestors, and our skulls have a high braincase and short base, with 
rounding at the back indicating reduced neck n1uscles. Our brow ridge is much 
flatter than that of our predecessors, and we have squarer eye sockets, smaller faces 
and reduced canine teeth (Figure 14.1. 5). 

Hominin evolution 
7 million years ago (mya) 

Sahelanthropus tchadensis (Tournai} 
• mix of chimpanzee and human features 
• brain similar size to chimpanzee 
• may have walked upright 

Orrorin tugenensis 
• similar size to chimpanzee 

6mya • bipedal 
• teeth similar to modern humans 

Ardipithecus kadabba 
• bipeda l 
• similar body and brain size to chimpanzee 
• canines similar to later hominins 

5 mya Ardipithecus ramidus 
• primitive teeth --------------- -------

• probably walked upright 

Australopithecus anamensis 
• teeth adapted to eating tough food 

4mya 
1---- -

- -------- Australopithecus afarensis (Lucy} 
• walked upright, 1.2-1.4 m tall 

-----------
-------

3 --mya -
-------------- ----- ---------

2 mya 

• brain 35% size of modern human 
• used basic stone tools to cut meat 

Australopithecus africanus 
• larger brain and longer femurs than Lucy 

Homo habilis 
• brain 50% size of modern human 
• more advanced stone tool use and early 
evidence of tool making 

Paranthropus boisei 
• strong sagittal crest on top of skull 
• molars approximately four t imes the size 
of modern human 

Homo rudolfensis 
• larger braincase than Homo habilis 
• longer face, larger molars and premolars 

1 mya 
Paranthropus robustus 
• sexual dimorphism 

-- - -- - ---- HomoerectusUava Man) 
• fa irly modern human features 
• brain 60-70°Ai size of modern human 

Homo heidelbergensis 
• tools like those of Homo erectus 

today • brain size similar to modern human 
--- 1111 ' ',_....,_,,-, ,:::================::1 

, , _ Homo sapiens _ --------------------------, ~~-....!:===========:::::------' 
Homo neanderthalensis 
• stocky, adapted to cold 
• tools, social structures, possible 
rudimentary language 

• brain slightly larger than modern human 

-• early hominins -• australopithecines 

- humans -• modern human 

Homo floresiensis (The Hobbit} 
• smallest known member of the 
genus Homo 

• made and used stone tools 
• most likely used fire 

-• Paranthropus 

FIGURE 14.1.5 Evolution of the physical and behavioural characteristics of hominin species over the 
last 7 mil lion years 
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H. sapiens l1ave a complex larynx, which has allowed the development of 
remarkably complex languages. Our hands have a ,veil-developed precision grip, 
which per1nits fine motor control ratl1er than simply ha,,ing opposable tl1umbs .... fhe 
limbs of H. sapiens sl1ow further development for bipedal locomotio11 and a 
reduction in traits suited for arboreal Living compared to our earlier ancestors who, 
\vhile bipedal, also spent more time in trees (Figure 14 .1. 6). 

The pelvis of H. sapiens is 
narrower than that of A. afarensis 
and the neck of the femur is 
shorter. This changes the angle 
at which the femur articulates 
to the knee (8° to 11 °) 
and allows the femur to sit 
directly on top of the tibia, 
giving greater stabil ity. 

I 

Toes of H. sapiens are shorter 
than those of A.afarensis and the 
big toe is fully aligned with the other 
toes. This gives greater stability 
when walking. 

shoulders are higher 
and narrower than 
in H. sapiens 

arm bones (humerus, 
radius and ulna) are 
relatively longer in 
A. afarensis 

long femoral 
neck 

angle between the femur 
and t ibia is 14° to 15° 

long toes 

small heel bone 

FIGURE 14.1.6 Limb development from Australopithecus to Homo sapiens 

arch of foot only 
partially developed 

Over time, the relative lengths of tl1e limbs also sho,1ved change, with the arms 
becoming relatively shorter and the legs relatively longer. The increased length of 
the leg bones resulted in an overall increase in height. Australopithecus afarensis had 
an average l1eight of 1.5 m for males and 1.05 m for females while modern h11mans 
have an average height of 1. 7 m. 

Brain size 
H. sapiens has one of the largest, most complex brains of all the hominin species, 
allowing for the development of sophisticated tools, innovations, social structures and 
cultures. There has been a trend throughout hominin evolution for larger braincases, 
with brain size almost tripling in the last two million years. The braincase capacity of 
H. habilis was approximately 600 cm3, while Homo neanderthalensis l1ad a braincase 
capacity of 1600 cm3, the largest know11 brain size of all homini11s. The average 
braincase capacity of present-day humans is about 1100-1300 cm3, the second 
largest of the hominins. Although the braincase capacity of H. neanderthalensis was 
larger than that of H. sapiens, researchers have suggested tl1at Neanderthal brains 
,vere specialised for vision and movement, ,ivith less brain volume devoted to social 
interactions and problem-solving. 

The complex brains of H. sapiens enable much higher levels of communication 
and interaction between individuals. Our brains also allow for a much better 
understanding of, and consequent manipulation of, the living and non-living 
components of our environment compared to any other species. Complex 
behavioural traits are characteristics that distinguish modern H sapiens from earlier 
populations. The behaviour of moder11 H. sapiens is characterised b)' the ability 
to plan, use abstract thinking, ritual and symbolism ( e.g. in art, ornamentation 
and music), capture large prey and make advanced use of tools. The behavioural 
complexity of H. sapiens led to the development of diverse cultures around the 
world. 

The f ingers of H.sapiens are shorter with 
straighter bones.This increases the 
precision of the grip. The longer, curved 
f ingers of A. afarensis would have aided 
tree-cl imbing. 

The knobs on the ends of the femur and 
tibia (condyles) are relatively bigger and 
stronger in H. sapiens, assisting the knee 
to carry the weight of the body. 

The heel bone (calcaneus) of H. sapiens 
is larger to more effectively withstand the 

/ pressures on it. The arch of the foot is 
-J ful ly developed, giving spring to the step 

~{ and making walking more efficient. 
~ 4{'\J ~ • 

--
PA 
15 
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FIGURE 14.1.7 Reconstruction of H. floresiensis 
based on skeletal remains found in Indonesia 
in 2003 

f) Evidence from DNA and fossils 
has shown that Homo sapiens, 
H. neanderthalensis and H. denisova 
all coexisted and interbred, leaving 
genetic evidence of these extinct 
species in the DNA of modern 
humans. 

GENUS HOMO 
Fossils that have been classified as belo11ging to the genus Homo, tl1e genus to which 
,:ve belong, are gracile; that is, they have a relati,,ely light\~1eight skeleton and a 
more upright bipedal stance (slender build). Homo fossils all have a relatively large 
braincase and reduced jaw size. 

There are currently 10-1 6 species that are recognised within the genus Homo; 
tl1e reason for this range is that son1e are thought to be subspecies or not distinct 
enough to warrant recognition as separate species. The number and evolutionary 
relationships of species changes as new evidence from fossils and DNA is uncovered. 

Fossil and DNA evidence indicate tl1at different Homo species existed at the 
same time in the same regions. There is evidence to suggest that some species 
interbred and gave rise to hybrids. 

Homo floresiensis 
Time range: 17 000-95 000 years ago 
Geographic range: Indonesia 
Nicknamed 'the hobbit', Honza floresiensis is one of the most recent additions to 
the human family tree. It coexisted ,vith H. sapierts throughout its entire known 
time range and was the most recent Homo species to become extinct. Discovered 
in Indonesia on the island of Flores in 2003, H.floresiensis ,:vas the smallest known 
member of the genus Horno (Figure 14.1. 7). With a stature of just over 1 m tall, and 
a small brain, oversized teeth and feet, this human relative may have suffered from 
' island dwarfism' -an evolutionary process that results from isolation on an island 
with limited resources and environmental selection pressures from predation. 

H .floresiensis made and used stone tools, successfully hunted p)rgmy elephants, 
coped with giant l(omodo dragons, and most likely used fire. 

Homo denisova 
Time range: 41000-125 000 years ago (still unconfirmed) 
Geographic range: Russia to South-East Asia 
Homo denisova (Denisovan or Denisova hominin) was first identified from a finger 
bone and t\VO teeth that were discovered in Denisova cave in Siberia, Russia. The 
finger bone tl1at was discovered belonged to a young f en1ale wl10 lived approximately 
30 000-50 000 years ago. 1.~he bone was broad and robust, suggesting that the 
species had a very robust build, possibly similar to that of the Neanderthals. 

DNA from the fossils was well preserved due to the cold, dry conditions of the 
cave in which the bones and teeth were found. Analysis of mitochondrial DNA 
(mtDNA) from the finger bone revealed tl1at Denisovans were closely related to 
Neandertl1als and modern humans but genetically distinct. 

Fossils from Neanderthals and modern humans ha,,e also been found in 
Denisova cave and evidence from molecular studies suggests that interbreeding 
occurred between Deniso,,ans and both these species. Mitochondrial DNA shows 
that tl1e Denisovans may have interbred vvith Neanderthals, with 17% similarity 
between Denisovan and Neanderthal ge11omes. Nuclear DNA studies have also 
shown that 3-5% of the DNA of present-day modern humans from Melanesian 
and Aboriginal Australian populations is shared vvith Denisovans, indicating that 
De.nisovans also interbred with modern humans (Figure 14 .1 . 8) . 

Witl1 such little evidence available, mucl1 about this species is still yet to be 
discovered. 
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~ ' Homo sapiens 

African 

French 

..... Han Ch inese - Papuan .,... 
present day interbreeding interbreeding 

-80 000 years ago -40 000 years ago 

r-, r1, 
Denisovans ----7 . 

• • r., 
Neandertha ls - -- 300 000 years ago 

<440 000 years ago 

FIGURE 14.1.8 Evolutionary relationship of Denisovans with H. sapiens and Neanderthals 

Homo neanderthalensis 
Time range: 40 000-400 000 years ago 
Geographic range: Europe and south-western to central Asia 
H. neanderthalensis (Neanderthal) is our closest extinct human relative (Figure 
14.1.9). Neanderthals differed from H. sapiens in a variety of ways: they had 
large faces \l\rith angled cheek bones, large noses for coping with cold, dry air, and 
chunkier, shorter builds suited to colder climates. 

Neanderthals did not use complex tools but they did use fire and lived with 
fan1ily groups in shelters. It is thought that they had complex social structures and 
were possibly the first human species to have language. Nea11derthals were the first 
species to \vear clothes and jevvellery, have burial rituals and display symbolic 
behaviour. Their brains were just as big as ours, relative to body size, and sometimes 
even larger. 

Modern humans share approximately 1- 4% of chromosomal DNA \:vith 
Neanderthals, suggesting that interbreeding occurred between these two species 
after modern humans left Africa. 

FIGURE 14.1.9 Reconstruction of a Neanderthal family based on fossil evidence. It is thought that 
Neanderthals lived in small family groups and had complex social structures and language. 
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CASE STUDY ANALYSIS 

Homo naledi 
In 2013, a discovery of ancient skeletons in a cave in 
South Africa changed the story of human evolution and 
gave rise to a new species of hominin: Homo naledi. Partial 
skeletons of 15 specimens were found in the Rising Star 
Cave near Johannesburg, South Africa. H. naledi has 
similar morphological features to modern humans, but 
also has many primitive features such as a smal l skull, and 
hands and arms specialised for cl imbing (Figure 14.1.10). 
Researchers initially had difficulty dating the remains, as 
the bones of H. naledi were found scattered on the floor of 
the cave and buried in shallow sediment. Based on some 
of the primitive physica l features, several anthropologists 
believed that the remains could be 2 million years old. 

In 2017, researchers used a variety of advanced 
dating methods to determine that the remains were 

approximately 250000 years old, far younger than initia lly 
t hought. This dating, however, supports the modern 
physical traits present in H. naledi, as well as the body 
positions. The odd positioning of the bones, which were 
piled together on the f loor of the remote cave chamber, 
has led researchers to believe that H. naledi may have 
deliberately placed the bodies there, using the cave as 
a buria l chamber. As this complex behaviour evolved 
m uch later in Homo evolution, it supports the research 
suggesting an age of 250000 years old rather than 
2 mill ion years old. 

The discovery of H. naledi represents one of the greatest 
palaeoarchaeological finds in history, adding pieces to 
the puzzle of human evolution while raising even more 
questions that we are yet to answer. 

The shape of H. naledi's 
skull is advanced but 
it is half the size of a 
modern human's. 

H. naledi's shoulders have a more primitive 
st ructure and the fingers are long and 
curved, indicat ing that they may have 
spent a lot of t ime climbing trees. 

H. naledi has sim ilar 
hands to modern humans, 
indicating that they may 
have used tools. 

H. naledi's legs are long and strong 
and the feet very similar to a modern 
human's, suggest ing that they may have 
walked long distances on two legs. 

FIGURE 14.1.10 Partial skeleton of the recently discovered hominin species, H. naledi. The specimen was found in a South African cave in 2013. 
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Analysis 
H. naledi has been dated at 250000 years old. It was originally believed to 
be much older, with some scientists suggesting it was 2 million years old. 

1 Mark both of these dates on the hominin timeline below. 

2 Which hominins coexisted with H. naledi 250000 years ago? 

3 Which hominin species would have coexisted with H. naledi if they 
were alive 2 million years ago, as initially t hought? 

Hominin evolution 
7 mil lion years ago (mya) 

6 mya 

5 mya 

4mya 

3 mya 

2 mya 

1 mya 

today 

-----------;:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::;--
- - - - - - - - - - - - - - - - - - - - - - - - - - - ~ Sahelanthropus tchadensis (Tournai) I 

- - - - - -- - - -- - - - - - - - - - - - - - - - Orrorin tugenensis 

------------------------~ Ardipithecus kadabba 

1-----------------------1 Ardipithecus ramidus J---------------------j Australopithecus anamensis 

I 

I 
I 

-------- ------- -----1 Australopithecus afarensis (Lucy) I 

- - - - - - - - - - - - - - - - - - ~ Australopithecus africanus I 
------------1 Homo habilis -- --------------~ ---

---------------1 Paranthropus boisei 

-----------~ Homo rudolfensis 

---------I Paranthropus robustus 

-----~ Homo erectus Uava Man) 

_ _ Homo heidelbergensis 
-

-- -- -~ Homo neanderthalensis I 
-----_- ~I =H=o=m=o=//=or=e=s,=·e=ns=is=(T=h=e=H=o=b=b=it=) ::::::::I 

f _,r.:' --1:= =H=o=m=o=sa=p=ie=ns======, 

- early hominins - austra lopithecines - Paranthropus 
- humans modern human 
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FIGURE 14.1.11 Skull of H. heidelbergensis, 
displaying its characteristic prominent brow 
ridge 

FIGURE 14.1.12 Model of H. erectus based on 
fossil evidence 

FIGURE 14.1.13 Reconstruction of H. rudolfensis 
from fossil evidence 

Homo luzonensis 
Time range: 50 000-80 000 years ago 
Geographic range: Philippines 
In 2007 in the Callao Cave in the Philippines, a team of researchers uncovered 
a nearly complete foot bone that appeared to be human in an1ong some animal 
bones. Initially it was believed that the bone belonged to a small H sapierzs, hovvever 
more evidence was required. By 2015, 12 more bones had been discovered (two 
more toe bones, seven teeth, t\:vo finger bones and part of a femur) and the species 
name Ho1no luzonensis had been assigned. It is believed the remains uncovered 
so far come from at least three individuals. While little is known about this newly 
discovered Homo species, including whether there v.rere possible interactions with 
H. ftoresiensis or H. denisova, there was evidence in tl1e Callao cave to suggest that 
they were sl<illed toohnakers and hunters. 

Homo heidelbergensis 
Time range: 200000-700000 years ago 
Geographic range: Europe, eastern and southern Africa and 
possibly China 
Found in Europe, Africa and possibly Asia, Homo heidelbergensis is thought to be 
the first of the human species to use fire, the first to build shelters and the first to 
routinely hunt large animals. H. heidelbergensis had a very large brow ridge and a 
larger braincase than its older relatives (Figure 14.1.11), and was the first of the 
early humans to successfully live in colder climates. Its short, stocky build would 
have been beneficial in conserving .heat in cold conditions. 

Homo erectus 
Time range: 143 000-1.89 million years ago 
Geographic range: North, eastern and southern Africa and west and 
east Asia 
H erectus (Figure 14.1.12) was the earliest Homo species to expand out of Africa. 
They had similar body proportions and behaviours to H. sapiens. From fossils 
found throughout Africa and Asia, scientists have composed a picture of a species 
tl1at looked after the sick, old and young, as v.rell as being the first to construct tools 
using stones and other materials (rather than just using the stones as tools) and to 
cool, food. Possibly the longest lived of the human species, H. erectits survived for 
about nine tin1es as long as we have been arou11d. 

Homo rudolfensis 
Time range: 1.8-1.9 million years ago 
Geographic range: Eastern Africa 
Originally thought to be H. habilis, Homo ritdolfensis (Figure 14.1.13) had a 
significantly larger braincase, mucl1 larger than the largest H. habilis skull. Found in 
eastern Africa, H. rudolfensis also had a longer face and larger molar and premolar 
teeth, and was more like the at1stralopithecines (page 468). 
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Homo habilis 
Time range: 1.4-2.4 million years ago 
Geographic range: Eastern and southern Africa 
Homo habilis was found only in Africa, and is the earliest known Homo species. It 
l1ad a much larger braincase than its predecessors and has been associated with 
some of the earliest tools. H. habilis was so-named to represent what was thought to 
be tl1e first evidence of 1naking stone tools. Although the name stands, tl1e role of 
'handy man' has since been taken by an earlier species. H. habilis commonly used 
tools to break open bones and feed on the bone marrow. H. habilis had more ape
like features than later species, with longer arms, and javvs that projected forwards. 

GENUSPARANTHROPUS 
Time range: 1.2-2. 7 million years ago 
Geographic range: South-eastern Africa 
Fossils of the genus Parantliropus are found in south-eastern Africa and are 
characterised by their large teeth and pov.1erful javvs. They were bipedal and stood 
at arot1nd 1.3-1.4 m tall vvith a muscular build. Paranthropus species ,)vere prevalent 
at the time when some species of the Homo genus existed, but it is thought that 
l..,aranthropi,s species were more specialised and less adaptable than Homo species. 
This lack of adaptability in changing environments n1ay have led to their extinction. 
• The face shape of Paranthropi,s robustus ( ~ 1.2-1.8 million years ago) was wide 

and angular to accommodate the powerful javv muscles. They also demonstrated 
significant sexual dimorphism, ,¥ith males being taller and heavier than females. 

• Paranthropus boisei ( ~ 1.2-2.3 million years ago) had an even ,¥ider face tl1an 
P robustus, as vvell as a strong sagittal crest on top of the skull (Figure 14.1.14). 
This species had very large molars, approximately four times the size of a 
modern human's, with tl1e thickest dental enamel of any known early human. 

• l..,aranthropus aethiopicus (~2.3-2.7 million years ago) possessed similar features 
for cl1ewing, but few fossils ha,,e been found to ascertain other characteristics. 

FIGURE 14.1.14 Digital reconstruction of P. boisei from skull specimens 

O In this context, the symbol~ means 
approximately. 

O The sagittal crest is a ridge of bone 
running lengthwise along the midline 
of the top of the skull. The presence 
of this ridge of bone indicates that the 
jaw muscles are exceptionally strong. 
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FIGURE 14.1.15 Reconstruction of 'Lucy', 
Australopithecus afarensis 

FIGURE 14.1.16 Reconstruction of 
Sahelanthropus tchadensis, the oldest known 
fossil leading to the lineage of Homo 

GENUS AUSTRALOPITHECUS 
Time range: 2-4.2 million years ago 
Geographic range: Eastern and southern Africa 
Australopithecine skeletons, all found in eastern Africa, shovv that members of this 
genus walked upright on a regular basis but still climbed trees. The genus Homo is 
related to Aitstralopithecus. 
• A. afarensis (~2.95- 3.85 million years ago) is better lmown as 'Lucy's species' 

due to the key fossil named Lucy, found in Hadar, eastern Africa (Figure 
14.1.15) . More than 300 individuals have been identified from fossils, making it 
the best-knovvn of the early hominin species, as well as being one of the longest
lived, l1a,,i11g survived n1ore tha11 900 000 years. A. ajarerisis had both ape and 
human features: a flat nose, a projecting chin, a small braincase, long arms and 
long, curved fingers adapted for climbing trees. 

• Australopithecus garhi ( ~2.5 million years ago) and A. africanus ( ~2.1-3.3 million 
years ago) had larger brains than Lucy and longer femurs, suggesting they took 
longer strides wl1en walking upright. 

• Australopithecus anan1.ensis ( ~ 3. 9-4.2 million years ago) was also similar to Lucy, 
but was likely the size of a chimpanzee. 

BEFORE AUSTRALOPITHECUS 
The earliest hominins predating the australopithecines were significant in standing 
upright (bipedalism) . Bipedalism is thought to be most likely a development related 
to a savannah environment in Africa that emerged due to drier, warmer climates. 
Tl1e large, open areas of the savannah favoured those who could n1ove quickly over 
the land, see above the tall grasses, and were not reliant on trees. 
• Ardipithecus ra1nidus ( ~4.4 million years ago) demonstrated features of 

bipedalism and tree climbing, vvith little sexual dimorplusm evident from the 
teeth. 

• Ardipithecus kadabba ( ~5.2-5.8 million years ago) is l<nown from only a very 
small sample of skull, tooth and other partial skeletal remains. T hese fossils 
are able to provide a lot of information, demonstrating bipedalism, body and 
brain sizes similar to those of crumpanzees, and canines similar to those of later 
hominins. 

• Orrorin tugenensis ( ~5.8-6.2 million years ago) was also similar in size to 
chimpanzees, was able to walk on two legs (but it is unknown hovv often it did 
tl1is), and possessed small teeth with thick enamel, similar to those of modern 
humans. 

• Sahelanthrop,us tchadensis ( ~ 6-7 million years ago) is the oldest fossil species of 
hominins to be considered ancestral to the lineage that eventually led to Homo 
(Figure 14.1.16) . Discovered in west-central Africa, this species is the oldest to 
possess a f oramen magnum ( opening for the spinal cord tl1rough the skull) tl1at 
is located further forwards than in apes or any other primates except humans. 
T his position of the f oramen magnum demonstrates an upright stance that is 
indicative of time spent 011 two legs. All this is known from just nine cranial 
fossils. 
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14.1 Review 

SUMMARY 

• Modern humans (Homo sapiens) are the only living 
species belonging to the genus Homo. 

• Humans belong to the tribe Hominini and are 
called hominins. Hominins include modern humans, 
extinct species of Homo and our bipedal ancestors 
(e.g. Australopithecus, Paranthropus and Ardipithecus). 

• Modern humans are also part of the fami ly 

Hominidae, ca lled hominids, which includes the great 
apes. The superfamily Hominoidea includes humans, 
the great apes and the lesser apes, and its members 
are all called hominoids. 

• Our closest living relatives are chimpanzees and 
bonobos, but we did not directly evolve from them 
or any other living primate. Our last shared common 
ancestor existed around 6-8 million years ago. 

• The oldest fossi l of anatomically modern humans 
have been dated to 195 000 years ago (Omo Kibish) 
and 210000 years ago (southern Greece). 

KEY QUESTIONS 

Knowledge and understanding 
1 Use the terms below to show how H. sapiens is 

classified under the Linnaean system of classification. 

Chordata sapiens Hominidae Animalia 
Primates Eukarya Mammalia Homo 

Domain : 

Kingdom: _______________ _ 

Phylum: 

Class: 

Order: 

Fami ly : 

Genus: 

Species: 

2 When did humans last share a common ancestor with 
chimpanzees? 

3 Which two hominin species were thought to have 
interbred with H. sapiens? 
A H. habilis and H. denisova 
B H. neanderthalensis and H. denisova 
C H. denisova and H. heidelbergensis 
D H. floresiensis and H. habilis 

• There has been a trend throughout hominin 
evolution for larger braincases, with brain size 
tripling in the last two m illion years. While 

OA 
✓✓ 

H. neanderthalensis had a slight ly larger cranial 

capacity than H. sapiens, it is thought their brains 
were more specia lised for vision and movement. 

• Limbs continued to develop as hominins became 
more highly adapted to bipedal locomotion. 

• Our closest extinct re lative is H. neanderthalensis. 
H. sapiens coexisted with Neanderthals and there 
is evidence of interbreeding between t he two 
species. DNA and fossil evidence also suggests that 
both t hese species coexisted and interbred with 
H. denisova. 

Analysis 
4 Add the fo llowing terms to the diagram below to 

accurately show the relationsh ip between hom inins, 
hominoids and hominids: 

bonobos Hominoidea lesser apes 

hom inids Homo species gorillas 

chi mpanzees Hominini orangutans 

Hominidae hominoids hominins 
Australopithecus Paranthropus Ardipithecus 

superfamily: ( ) 
----- ----

family: ( ) 
---- ----

tribe: ____ ( --~> 

~----------------------------------------------------------------------------------------4 
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O Our knowledge of the human fossil 
record and human evolution are 
changing as new information and 
evidence comes to light. 

O Putative evidence is evidence that is 
generally considered or reputed to be 
accurate. 

O Culture is the accumulated 
knowledge that is passed on from 
generation to generation and 
evolves with changing environments, 
information and time. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

14.2 Evidence of human evolution 
and migration 
The human fossil record is an example of a classification scheme that is open to 
interpretations tl1at are contested, refined or replaced when new evidence cl1allenges 
them or when a new 1nodel has greater explanatory power . ... fhis has occurred 
numerous times, sometimes with little impact and at other times completely 
o,1erturning our idea of our ancestry. With nevv discoveries of fossils and 
archaeological artefacts, along witl1 rapid advances in DNA technology and 
bioinforn1atics, our fan1ily tree is being discovered in more detail (Figure 14.2.1), 
and our understanding of our relationships continues to grow. Most recently, 
evidence has been discovered that supports the theory that H. sapiens and 
H neanderthalensis interbred. A new fossil species of Homo, H. fioresiensis, vvas 
discovered in 2004 in Indonesia; another, H. denisova, was discovered in Russia in 
2008. In 2015 palaeoanthropologists described yet another member of the genus 
Homo: H. naledi from South Africa (see Section 14.1). Palaeoanthropology is a 
branch of anthropology that involves the study of fossil hominins, and contributes 
to our knowledge of human evolution. 

FIGURE 14.2.1 Models of our hominin ancestors based on reconstructions of fossils. Back row, from 
left to right: Homo ergaster, two male Neanderthals (H. neanderthalensis) carrying dead animals 
with a Neanderthal female and child in between, a Cro-Magnon (H. sapiens) hunter throwing a 
spear; middle row, left to right: a female H. habi/is, a male Homo georgicus wearing fur, A. africanus, 
P. boisei, S. tchadensis; front row, left to right: H. georgicus (female with throwing stone), Lucy and 
Lucien (A. afarensis) 

CULTURAL EVOLUTION 
One of the world's foremost evolutionary biologists, Richard Davvkins, famously 
declared, 'What lies at the heart of every living thing is not a fire, not warm breath, 
not a "spark of life". It is information, words, instructions.' What sets modern 
humans apart from all other species is our cultural e,rolution. 

Culture is tl1e accumulated knowledge passed on to the next generation by 
verbal, vvritten or symbolic communication. A very important step for the human 
species was the development of langt1age and the ability to record information. 
The study of the relationships of different languages, together v.1ith information 
from sk:eletal remains, artefacts and DNA, provides evidence of tl1e evolution of the 
different cultures of H. sapz'ens living today in different geographic regions. 
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As humans became increasingly able to communicate their discoveries from one 
generation to the next, their culture also changed over time. This is called cultural 
evolution. As culture is passed on, it is modified by each generation and is subject 
to influences such as new discoveries about the enviro11ment. Like gene flo,;v, tl1e 
transmission of cultural information can also be interrupted by geographic barriers: 
over time cultures that were geographically isolated e,,olved independently and 
became increasingly different, resulting in the cultural diversity in H. sapiens tl1at 
we see today. 

The most significant time for early cultural development of H. sapiens is 
thought to have occurred approximate])' 50 000 years ago (although evidence of 
earlier culture is beginning to emerge) . It is around this time that rituals, burials, 
clotl1es and more complex hunting techniques become evident in the fossil record 
(Figure 14.2.2). 

2.6 million years ago 
oldest stone tools 

160 000 years ago 
early humans start to treat 

stone tools with fire 

130 000 years ago 
long-distance trade 

of resources 

1.8 million years ago 
bone tools craft ed and 

used for digging 

250 000 years ago 
communicating with symbols 

120 000 years ago 
use of pigment suggests 

beginning of symbolic culture 

1.6 million years ago 
tools become more 

complex, including symmetrical 
hand-axes 

400 000 years ago 
making shelters, earliest 

strong evidence of cooking 

100 000 years ago 
intentional burials, earliest 

evidence of jewellery 

800 000 years ago 
humans gathered around 

campfires for warmth, 
socialising and sharing food 

500 000 years ago 
hunting large animals 

with spears 

90 000 years ago 
specialised tools for fishing 

-----0-----~6:)---
35 000 years ago 

plentiful cave art in Europe, 
first surviving statue of a 

woman, musical instruments 

30 000 years ago 
making complex tools, such as 

needles for sewing textiles 

600 years ago 
invention of the 
printing press 

420 years ago 
Shakespeare's plays are 

first performed 

14 years ago (2007) 
first true smartphone 

released 

40 000 years ago 
first evidence of cave art 

in Indonesia 

26 000 years ago 
weaving plant fibres to make 

cords and baskets 

50 000 years ago 
significant cultural expansion, 
including ritualistic burials and 

sophisticated hunting techniques 

18000 years ago 
making pottery 

77 000 years ago 
recording information on 

objects, making and 
wearing clothing 

10000 years ago 
beginning of agriculture 

·,--------~t~------{1---
1200 years ago 

invention of gunpowder 
in China 

200 years ago 
Industrial Revolution begins 

4500 years ago 
building of Great Pyramid 

at Giza 

60 years ago (1961) 
first humans in space 

---------~ 
20 years ago (2001) 

first space tourist 
25 years ago (1996) 
first cloned mammal, 

Dolly the sheep 

5000 years ago 
oldest known writing 

40 years ago (1981) 
IBM introduces the first 

personal computer 

26 years ago (1995) 
the internet is made 

publicly available 

FIGURE 14.2.2 Timeline of the major events in the cultural evolution of Homo 
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I CASE STUDY I 

Lake Mungo 
Lake Mungo is a dry lake located in south-western New South Wales, 
Australia. It is part of a World Heritage-listed region because of the many 
significant archaeological remains that have been found there. The fossilised 
remains of three humans have been discovered in the sediment deposits 
of the lake, dated to between 25000 and 50000 years ago. These fossil 
specimens are known as Mungo Lady (or Lake Mungo 1), Mungo Man (or 
Lake Mungo 3) (Figure 14.2.3) and Lake Mungo 2. 

The remains of Mungo Lady and Mungo Man have been dated to 40000 
years old, which makes them the second oldest anatomically modern 
humans to be found east of India. There is evidence that Mungo Lady's body 
was cremated and covered in ochre (mineral pigment), making her one of 
the earliest examples of cremation and burial rituals in the world. Mungo 
Man was found with his hands placed in his lap, also indicating ritualistic 
practices in placing the body for buria l. 

Lake Mungo is a significant place for Indigenous Austra lians and the story 
of the migration of modern humans throughout the world. 

FIGURE 14.2.3 Mungo Man is one of the oldest anatomically modern human specimens 
found in Australia, dated to approximately 40 000 years ago. 

472 AREA OF STUDY 2 I HOW ARE SPECIES RELATED OVER TIME? 



Tool use 
1ool making was once thought to be a defining characteristic of the genus Horno, 
but basic stone tool use has now bee11 found associated with Australopithecus. 
Australopitl1ecines created some of the earliest tools, using sticks and rocks to help 
them capture and eat small prey. H. habilis made more sophisticated tools, striking 
flakes off either side of stones. Such tools have bee11 dated as being up to 2.6 million 
years old. Tl1ere is evidence of more advanced craftsmanship of stone tools, from 
flake tools to axes, by H. erectus and H. habilis approximately 1.6 million years ago. 

Througl1out evolutionary time, and \Vith tl1e i11creasing brain size of Homo 
species, tools became more complex and their uses more varied. The earliest 
evidence of the emergence of modern behaviour and culture in Hon1-o is from tools 
found in Africa from approximately 300 000-400 000 1rears ago. 

Tool t1se has had an iinportant role in shaping culture in H . sapiens. Some of the 
earliest examples of complex tools that represent modern human culture have been 
found in Border Cave in South Africa. These tools have been dated to 44 000 years 
ago and show evidence of complex behaviours and cultural practices, such as using 
weapons for large prey capture and beads for adornment (Figure 14.2.4). Blades, 
bone tools, specialised weapons for hunting, and evidence of long-distance travel 
and trade signify the beginnings of culn1ral development in humans. 

a b C d 

f 

0 00 oOoO 
FIGURE 14.2.4 Tools found in Border Cave in South Africa. The artefacts recovered from the cave 
included (a) digging sticks, (b) poison applicators, (c) an arrow point made of bone, (d) bones with 
notches carved into them, (e) beeswax mixed with resin and (0 beads made from ostrich eggs and 
marine shells. 

The sophisticated use of tools vvas crucial to the evolution of human culture 
for hunting, adornment, ritual, clothes making, agriculture, writing, building and 
many other important ad\rances. The invention and manipulation of tools by 
modern humans l1as resulted in incredible feats in engineering and demonstrates 
the remarkable ingenuity of our species. 

BIOFILE 

Cro-Magnon: European early 
modern humans 
Archaeological deposits in Europe 
from the Upper Palaeolithic period 
(approximately 10 000 to 40 000 
years ago) tell the story of the first 
early modern H. sapiens in Europe. 
These people are ca lled Cro-Magnon 
or European early modern humans. 
Cro-Magnon had a robust build, a 
short, wide face, a prominent chin 
and a slightly larger cranial capacity 
than people of today. Skeletons have 
been found with evidence of long-term 
injuries, indicating that Cro-Magnon 
may have cared for sick and injured 
group members. It is thought that 
Cro-Magnon may have constructed 
semi-permanent dwellings, with 
evidence from a series of huts made 
from mammoth bones that date 
back approximately 15 000 years in 
a Ukrainian village. Evidence of their 
culture has been found in sophisticated 
tools, jewellery, clothing, cave paintings 
and the use of ochre for colouring 
objects. 

Reconstruction o'f a Cro-Magnon man 
painting on a cave wal l 
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EUROPE 

_..o ::;s:: 35 ooo- 45 ooo 
years ago 
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_ 5_0_0_00_ 7_0_00_0 _ _ ,fj 

years ago 
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200000 
years ago 

ASIA 

THE ORIGIN OF MODERN HUMANS 
H sapiens have spread tl1roughout the world, but their origins are still debated. 
Palaeoanthropologists conclude that H. sapiens first evolved in Africa and that 
much of human evolution occurred on that continent, given the evidence of fossil 
l1ominins in Africa from as far back as 6 million years ago. Advances in the analysis 
of fossil and DNA evidence (including mtDNA and whole genome sequencing) 
has enabled hypotheses about the origins of humans to be tested directly. This has 
facilitated numerous breakthrougl1s in our understanding of human evolutionary 
lustory. Our interpretation of the evolutionary history and adaptation of humans is 
continually being transformed and revised by analyses of tlus new data. 

Scientists currently agree that there are 10-16 or more fossil species of Homo, 
but there is disagreement surrounding hovv, ,vhen and where each species evolved, 
how they are related and whether they died out or evolved into a new species. 
Fossil evidence puts Horno in Africa from 2.5 million years ago; but some 
populations of H. erectus migrated northwards, and arrived in Asia and South-East 
Asia 1.8-2 million years ago, in Europe 1-1.5 million years ago and other parts of 
the world much later. Our species, H. sapiens, is thought to have left Africa between 
60 000 and 125 000 years ago, arriving in Europe and Asia 3 5 000-4 5 000 years 
ago, Australia 5 0 000- 6 5 000 years ago and the Americas 12 000-20 000 years 
ago (Figure 14.2.5), but exact migration dates are speculative. Of the theories 
that abound, three models have stood the test of time and much debate: the 
Multiregional evolution (continuity) model, the Out of Africa (replacement) model 
and the Assimilation (partial replacement) model. 

15 000-20 000 
years ago 

NORTH 
AMERICA 

{i/---
Pacific Ocean 

New Guinea 

35 000- 45 000 
years ago 

3500 
years ago 

Hawaiian Is. 

Polynesia Marquesas Is. 

50000 
years ago 

SOUTH 
AMERICA 

Australia 2500 
years ago 

12000- 15000 
years ago 

FIGURE 14.2.5 Journey of modern humans throughout the world. Fossil and DNA evidence supports 
the theory that all modern humans originated in Africa and began to migrate to other parts of the 
world between 60 000 and 125 000 years ago. 
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Multiregional evolution (continuity) model 
Several scenarios have been proposed that include the interbreeding of Homo sapiens 
with archaic human species in Africa prior to migration. ,.fhe Multiregional 
evolution (continuity) model proposes significant migration of H. erectus across 
Africa, Asia and Europe for the last 1.8 million years. It is argued that isolation of 
the populations resulted in the divergence of gene pools, traits and behaviour, but 
occasional contact ensured some gene flovv ,vas maintai11ed and led to concurrent 
evolution of all groups as one recognisable species, H. sapiens (Figure 14.2.6a). 
There is speculation that interbreeding could have occurred on any number of 
occasions but that, over time, genetic drift l1as led to tl1e DNA of the other species 
being lost from the genome of H. sapiens. 

Supporting evidence 
• Physical ,,ariations in modern H. scipiens indicate a relatively 

long time period since nugration from an African ancestor. 
• Similarities exist between modern humans and fossils of 

extinct species found in the same region. 

1800000 
years ago 

Homo 
erectus 

O The three dominant theories of 
present-day human origins all support 
an African origin but have different 
views on the pattern of migration and 
interbreeding that occurred in other 
parts of the world. 

10000~ 50000 
years ago years ago ~- _ __.,...,, 

modern 
humans 

• Living humans show little genetic diversity, consistent with a MULTIREGIONAL EVOLUTION 

regular gene flow across all regions. 

Out of Africa (replacement) model 
The Out of Africa (replacement) model suggests that 
after H. erectus left Africa, populations became isolated and 
diverged into different species ( e.g. H. neanderthalensis and 
H. heidelbergensis). All living modern humans evolved from a 
single common ancestor in Africa about 200 000 years ago. 
Migrations of H. sapiens from Africa occurred some ti1ne 
bet\veen 60 000 and 125 000 years ago, although stone artefacts 
found in the Arabian Desert suggest it may have been as early 
as 160 000 years ago. 

As modern .humans (H. sapiens) spread throughout the 
~rorld, they displaced all other human species (Figure 14.2.6b); 
H. Jieidelbergensis was displaced in Africa and Europe, H. erectus 
,vas displaced in Asia and H'. neanderthalensis was displaced 
in Europe. Evidence also points towards several migration 
events, tl1e earliest about 130 000 years ago along the southern 
coastlines into Australia and Papua New Guinea. There ~,as 
a later migration about 50 000 years ago along the Nile River 
Valley northwards into Europe and Asia, and possible additional 
migration events bet\veen and after these events. 

The most extreme version of this model suggests competition 
betvveen H. sapiens and other human species without inter
breeding, although analysis of the Neanderthal genome in 
2010 supports tl1eories that include some interbreeding, at least 
between H. neanderthalensis and H. sapiens. 

0 The Out of Africa theory is the 
most widely accepted model for the 
evolution of modern humans. 

b 

C 

spread of H. erectus throughout the old world 

African 
origin for 
H. erectus 

Africa 
I 
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OUT OF AFRICA 
spread of H. erectus throughout the old world 

African 
origin for 
H. erectus 
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I 
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. -
Asia 
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spread of H. erectus throughout the old world 
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- Europe 
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Oceania 
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FIGURE 14.2.6 The three dominant theories 
of the origin of all living humans: (a) the 
Multiregional evolution model, {b) the Out of 
Africa model and (c) the Assimilation model. 
All three theories support an African origin 
of modern humans but vary in the pattern of 
migration and interbreeding that occurred in 
other parts of the world. 
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BIOFILE 

Oldest human outside of 
Africa 
Australian scientists from Griffith 
University, in conjunction with 
teams from Greece and Germany, 
reconstructed and dated a skull, known 
as Apidima 1, which was found in 
Apidima Cave in southern Greece in 
the 1970s. The scientists determined 
that Apidima 1 was H. sapiens and was 
at least 210 000 years old. The skull 
was found with stone tools and has a 
combination of modern human and 
more primitive Homo features. The age 
of this skull supports the theory that 
modern humans spread out from Africa 
on multiple occasions, rather than all 
at once. 

Supporting evidence 

• The oldest fossil evidence of H. sapiens has been found in Africa. 

• Living H. sap£ens shovv little genetic diversity, suggesting a relatively recent 
emergence. 

• Analysis of the DNA of 1i,,i11g humans can be used to map the movement of 
humans and the approximate tin1eline on the basis of tl1e estimated rates of 
mutation. Tl1is analysis points to Africa as the point of origin. 

• DNA analysis of more than 1000 unrelated humans from different populations 
shows that present-day humans belong to three genetic groups: Africans, 
Eurasians (people native to Europe, the Middle East and southwest Asia) 
and East Asians (people native to Japan, South-East Asia, the Americas and 
Oceania). Differences betvveen these groups have been found to be mostly due 
to genetic drift during periods of isolation. The African group has the most 
genetic diversity, indicating that they are the source population, ,vhich supports 
the Out of Africa theory. 

Assimilation (partial replacement) model 
The Assimilation (partial replacement) model is a ne,ver hypothesis that 
combines elements of the Out of Africa and Multiregional evolution models. This 
model proposes that all modern humans had an African origin and vvhen people 
migrated out of Africa there ~7as occasional interbreeding ,vith arcl1aic humans 
,,.,,ho vvere already living in other parts of the vvorld, resulting in hybrid populations 
(assimilation) (Figure 14.2.6c on page 475). 

Supporting evidence 

• The abrupt appearance of modern l1umans in Europe approximately 40 000-
45 000 years ago (Cro-Magnon people) suggests that modern humans originated 
in Africa and then migrated to Europe and Asia. 

• DNA and fossil evidence supports the theory of interbreeding between 
Neanderthals and modern humans. It is proposed that hybrid populations of 
Neanderthals and Cro-Magnon may have evol,,ed into modern Europeans. 

• Skeletal remains that have characteristics of botl1 archaic and modern humans 
have been found. 

• DNA evidence shows that interbreeding between Homo species from Asia, 
Europe and Africa has been occurring over the past 600 000 years. 

HUMAN MIGRATION TO AUSTRALIA 
There is ongoing debate about how and when humans first migrated to Australia. 
Ongoing research at the Moyjil site in south-,vest Victoria suggests human activity 
in the area 120 000 years ago. Indigenous Australians believe they have inhabited 
tl1e continent since the beginning of time. However, from a Western scientific 
perspective, the oldest archaeological evidence places humans in northern Australia 
approximately 65 000 years ago and genomic analyses of Indigenous Australians 
indicate that humans have continuously occupied Australia for at least 50 000 years. 
Developments in genetic technology, dating techniques and new archaeological 
discoveries continue to improve the Western scientific understanding of the journey 
of l1uman populations to and across Australia. 
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Sahul 
At the time of the first migration e,rents, Australia was part of a larger continent 
known as Saht1l. Sal1ul included what is lmown today as At1stralia and New Guinea. 
Two main migration routes from Asia to Sahu! have been proposed by researchers
one via rf imor into what is now the north-vvest coast of Australia, and the other via 
the west of New Guinea (Figure 14.2.7) . 

• 
ASIA • 

• 
• • 

• 

Pacific Ocean 

Indian Ocean AUSTRALIA 

- migration route 
landmasses approximately 'd 
50000 years ago 

• 
• 

· FIGURE 14.2.7 Possible migration 
routes travelled by humans from 

• South-East Asia to Sahul (present-day 
~ Australia and New Guinea). Two likely 

routes have been proposed: the more 
southerly route is via Timor and the 
northerly route is via New Guinea. 

• 

Although land bridges appeared between South-East Asia and Sahu! during 
times of low sea levels, voyagers still had to navigate vast stretches of ocean. The 
migration from Asia to Sahul is evidence of one of the earliest seafaring journeys 
and is considered one of the most remarkable achievements of early humans. 

Migration routes 
Researchers have used mathematical modelling to determine the most likely 
migration route that humans travelled to reach Sahul. Factors such as survival rate, 
longevity, f ertili~r and climatic conditions were included in the modelling as well as 
the size of the groups that ,vas required to survive the journeys and establish viable 
populations. The data suggests that the migration to Sahul vvas planned and relied 
on sophisticated watercraft technology and complex knowledge of navigation and 
open-ocean V0)7ages. The rese<trchers hypothesise that humans first arrived in Sahu! 
by sailing from South-East Asia and island-hopping to western Ne,v Guinea (also 
known as Papua). Humans may have arrived in Sahul in a single, large migration 
event, consisting of at least 1000 people, or there may have been multiple smaller 
migration events of around 100 people over approximately 700 years. 

Whole genome analyses of Indigenous peoples from Australia and New Guinea 
shows evidence that their ancestors left Africa approximately 70 000-75 000 years 
ago, reacl1ing Sal1ul approximately 50 000 years ago. The genomic data indicates 
tl1at Indigenous peoples from Australia and New Guinea are closely related and 
that their populations separated approximately 35 000-40 000 years ago. This data 
supports the theory of human migration from South-East Asia to New Guinea and 
into Australia. It is likely that the ancestors of Indigenous Australians first arrived at 
what is n ow the north coast of Australia, and then smaller groups migrated to other 
coastal regions and then inland into the harsher desert climate. 
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BIOFILE 

Songlines 
Songlines are travel routes used by 
Indigenous Australians to describe 
the environment and teach stories of 
cultural significance. These will often 
follow a Creation Story and can span 
across Australia. Following a Songline 
and learning the stories associated with 
it could tell an Indigenous Australian 
person about the lore of the land, and 
important cultural teachings. 

From a Western scientific perspective, 
it is believed that the Songlines follow 
the lines of human migration. 

-
PA 
17 

Connection to Country and Place 
Researchers investigating the genetic and geographic structure of Indigenous 
Australian populations have found evidence for a strong connection between 
Aboriginal populations and discrete geographic areas, supporting the important 
cultural connection to Country and Place held by Indigenous Australians today. 
The researchers used whole mitochondrial genomes extracted from historical 
hair samples of Aboriginal Australians to reconstruct the genetic and geographic 
history of Indigenous Australians. 1,he data indicate that after arrival in Australia, 
populations expanded rapidly along the east and west coasts, reaching southern 
Australia by 45 000-49 000 years ago (Figure 14.2.8). Following the initial 
population expansion, evidence of strong regional patterns was found. The genetic 
data shows that small populations stayed in the same discrete geographic area for 
te11s of thousands of years, enduring changes in climatic conditions and resource 
availability, indicating a strong attachment to the land. 

FIGURE 14.2.8 Western 
scientific representation 
of the migration and 
settlement of people 
throughout Australia 
following the first arrival 
of humans over 50 000 
years ago. The blue 
dots indicate dates 
from archaeological 
sites and the arrows 
indicate the movement 
of genetic groups based 
on mitochondrial DNA 
sequences (0 and R are 
western groups; P, S and 
M are eastern groups). 
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• dates from archaeological sites 

-•• western groups 

-•" eastern groups 

Evidence from fossils and genetic analyses matches many of the Songlines and 
traditional stories told by Indigenous Australians. The areas identified by Western 
science as migration routes and new settlement points are culturally significant 
for Indige11ous Australians, as the relationship between people and Country is 
po,verful. Tl1e belief that Indigenous peoples are caregivers of the la11d, rather than 
owners, means that all living things and land on Country have value and should be 
respected. While this does mean that it can be hard to obtain fossil evidence and 
explore some cultural sites, this connection to Country and Place is valuable and 
must be respected. Indigenous storytelling provides a rich source of information 
about Indigenous peoples' histories, reducing the need to disturb important cultural 
sites. 
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14.2 Review 

SUMMARY 

• The human fossil record is open to interpretations 
that are contested, refined or replaced when new 
evidence challenges them or when a new model has 
greater explanatory power. 

• Tools were (and stil l are) crucial to the evolution 
of human culture for hunting, adornment, ritual, 
clothes making, agriculture, writing, building and 
many other important advances. 

• Homo sapiens spread to all corners of the Earth, but 
the ir origins are still debated. 

• There are three main theories to explain the origins 
of H. sapiens: 

- The Out of Africa theory suggests that all living 
modern humans evolved from a single common 
ancestor in Africa about 200000 years ago and 

spread throughout the rest of the world, replacing 
other hominin species. 

- The Multiregional theory proposes significant 
migration of H. erectus across Africa, Asia and 
Europe, with interbreeding between various 
popu lations and concurrent evolution of all groups 
into H. sapiens. 

- The Assimilation theory proposes that all living 
humans had an African origin and migrated 
out of Africa, occasionally interbreeding with 
archaic humans, resulting in hybrid populations 
(assimilation). 

KEY QUESTIONS 

Knowledge and understanding 
1 Give three reasons why our understanding of human 

evolution might change. 

2 Describe how brain size has changed throughout 
hominin evolution. Include at least three homin in 
species within your description. 

OA 
✓✓ 

• There is debate about when Austral ia was first 
inhabited by humans due to differences in foss il and 
DNA evidence. 

- Fossi l evidence indicates that humans first 
occupied Australia at least 65000 years ago. 

- DNA evidence indicates that Indigenous 
Australians have continuously occupied Australia 
for at least 50000 years. 

• At the time of the first migration events, Austra lia 
was part of a larger continent, known as Sahul, 
which also included New Guinea. 

• Evidence suggests the most likely m igration route 
from As ia into present-day Australia was via island
hopping into western New Guinea. 

• Migration into Australia may have occurred in a 
single large event or multiple smal ler events. 

• Genetic data indicates that Indigenous peoples 
from Australia and New Guinea are closely re lated 
and that their populations separated approximately 
35 000-40 000 years ago. 

• Connection to Country and Place is an important 
part of Aborigina l and Torres Strait Islander cultures. 
Evidence of this connection has been found with 
strong genetic links to geographic areas. 

• Evidence f rom fossils and genetic analyses matches 

many of the Songlines and traditional stories told by 
Indigenous Australians. 

Analysis 
3 How did modern humans get to Austra lia? Outli ne 

the evidence of migration routes to Australia. 

4 In your own words explain the key differences 
between the three models of the origins of modern 
humans. Explai n which model you most agree with 
and why. 

I 

I 
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Chapter review 

I KEY TERMS I 
archaeological 
archaic 
Assimilation (partial 

replacement) model 
bipedal 
coexisted 
foramen magnum 
gracile 
hominid 

Hominidae 
hom inin 
Hominini 
hominoid 
Hominoidea 
Homo 
interbreeding 
Multiregional evolution 

(continuity) model 

I REVIEW QUESTIONS I 
Knowledge and understanding 

1 The family Hominidae includes which groups of 
primates? 

A modern humans, extinct Homo species, 
Australopithecus, Paranthropus and Ardipithecus. 

Out of Africa 
(replacement) model 

palaeoanthropology 
primate 
subspecies 

OA 
✓ ✓ 

5 Examine the table below. For each feature of humans, 
place an X in the relevant box to identify whether the 
feature is common to all primates, hominoids or is only 
observed in hom inins. 

B lemurs, gibbons, goril las, chimpanzees, orangutans 
and humans 

Feature J Primates J Hominoids I Hominins 

C orangutans, gorillas, chimpanzees and humans 

D only humans 

2 Humans are mammals, specifica lly hominins, which 
include primates. List two defining features of: 

a mammals 

b primates 

c hominins 

3 State the taxonomic class, order, superfamily, family 
and tribe that Homo sapiens belongs to. 

4 a Define hominoid. 

b Define hominin. 
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binocular vision 

foramen magnum 
in more central 
position 

opposable thumbs 

$-shaped spine 

teeth of four types 

grasping hands 

skeletal flexibi lity 
(e.g. shoulder 
rotation) 

broad chest 

no tail 

brains larger than 
800cm3 

flat faces 

tool use 

fingernails and 
toena il s 

large head and short 
neck to femur 

long period of 
juvenile development 



6 Describe three significant physical changes H. sapiens 
has undergone throughout evolution. 

7 Explain how the trend for increasing cranial capacity in 
hominins has influenced the evolution of these species. 

8 Consider the evolutionary tree below, which includes 
the genera Homo, Paranthropus, Australopithecus and 
Sahelanthropus. 

present 

1 mya 

2mya 

3 mya 

4mya 

5 mya 

6mya 

H. sapiens 
H. neanderthafensis (modern humans) H. floresiensis .- . ••• • •• • •• • • • • • •• • •• • • • • • •• 

H. heidelberg~~;is ~ ·· ••••••• •· 
: ...... • • · · · · · · ... H. erect us 
I 

' 
H. rudo/f en sis ••••• . .:. •■ P. robustus 

• H t ■ P. boisei ...... • . ergas er : 
•• "Hhb·r· • •• •■ •• : . Q I IS •• •• • • 

• • • •• . . •···· 
~. A. africanus_ •••• •·······p_ aethiopicus 

•• • • •• • •• •• • •• 
~ A. afarensis 

• • • • • • • • • • • • • • • • • • • • • • • • 
• S. tchadensis 

7 mya _._ _________________ _ 

Accord ing to the evolutionary tree, which of the 
following statements is incorrect? 

A H. erectus gave rise to modern humans. 

B H. ergaster is a direct descendant of H. habilis. 
C A. afarensis lived approximately 3.7 mill ion years ago. 

D The most recent common ancestor of H. erectus and 
H. heidelbergensis lived about 1.5 million years ago. 

9 The hominin fossil record is fragmentary and confusing 
and there is a number of species that have been 
identified from very limited fossil evidence. Such fossils 
are classified by their structures into the genus that 
has other better-studied fossils to which they are most 
similar both in structure and time. Some of the less 
well-known hominin species are listed. Which of these 
is likely to be the most ancient? 

A Paranthropus aethiopicus 
B Australopithecus sediba 
C Ardipithecus kaddaba 
D Homo naledi 

10 Sections of DNA from two archaic species of human, 
Neanderthals and Denisovans, have been sequenced 
and compared to the genome of modern humans. This 
research has shown that Neanderthals in Europe and 
the Middle East and Denisovans in Asia interbred with 
modern humans. 
Modern humans descended from European 
populations have Neanderthal DNA in their genomes. 
Only populations descended from native Austral ians, 
Melanesians and some native South-East Asian 
groups, such as the Manobo of the Philippines, have 
Denisovan DNA. 
a There is a sign if icant number of scientists who 

argue that the classification of Neanderthals and 
Denisovans should be Homo sapiens denisova and 
Homo sapiens neanderthalensis. Why might they be 
suggesting this? 

b Mitochondrial DNA from Neanderthals and modern 
humans have both been fully sequenced. Modern 
human mtDNA shows no relationsh ip between 
Neanderthals and modern humans. How does this 
support the idea that they are separate species? 

11 A group of archaeologists discovered fossilised remains 
of what appears to be a member of the genus Homo . 
To help them classify the specimen, identify one feature 
that is unique to each of the following taxonomic 
groups: 

a hominini 

b Homo 
c anatomically modern Homo sapiens 

12 What are the three main theories of the origin of 
present-day humans? 
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13 The diagram below shows one model of human spread. 
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The model represented in this diagram is closest to: 

A the Assimilation model 

B the Out of Africa model 
C the Multiregional evolution model 

D none of the above 

14 Researchers have used mitochondrial DNA from 
historical hair samples of Indigenous Australians to 
reconstruct their genetic and geographic history. 

a Describe how this data improves our understanding 
of the migration of humans across Australia. 

b The data from the mitochondrial DNA analysis 
provides an understanding of human migration 
across Australia from a Western scientific 
perspective. How does this understanding align 
with Aboriginal and Torres Strait Islander peoples' 
connection to County and Place? 

Application and analysis 
15 Identify three challenges that researchers face in 

developing a complete classification scheme for 
hominins. 

16 Look carefully at the three skulls shown below. 

B C 

a List the skul ls in order from oldest to youngest. 

b Describe the features of the skull that support your 
contention. 
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17 Bipedalism is one defining feature of modern humans 
and their ancestors. The fossil record leading to 
modern humans shows a series of developments in 
skeletal structure that make bipedal locomotion more 
efficient. What was the reason for this development? 

18 The discovery of well-preserved fossi l hominins allows 
body weight to be estimated. The table below shows 
the geological dates and the estimated body and brain 
sizes of eight species of hominin. 

Species 

Australopithecus 
afarensis 

Australopithecus 
africanus 

Paranthropus 
aethiopicus 

Paranthropus boisei 

Paranthropus robustus 

Homo habilis 

Homo erectus (early) 

Homo erectus (late) 

Homo sapiens 

Dates 
(mya) 

2.9- 3.8 

2.0- 3.0 

2.3- 2.7 

1.2- 2.3 

1.2- 1.8 

1.4- 2.4 

1.5- 1.8 

0.3- 0.5 

0.0-0.2 

Body weight (kg) 

Male Female 

45 29 

41 30 

49 34 

40 32 

52 32 

58 52 

60 55 

58 49 

Brain 
volume 
(cm3) 

384 

420 

399 

488 

502 

597 

804 

980 

1350 

(Source: Adapted from McHenry, H. M. (1994). Tempo and mode in 
human evolution. Proceedings of the National Academy of Sciences of 
the United States of America, (91): 6780-6786. http://www.pnas.org/ 
contenV9 l/l 5/6780.fu 11.pdf) 

a Compare the body weight of Australopithecus with 
that of Homo. 

b Based on the results in the table, suggest which 
species is the most distance ancestor of H. sapiens. 
Give a reason for your answer. 

c Suggest one reason why there is no data on body 
mass for P aethiopicus. 



19 Anthropologists have various theories about the 
evolutionary tree that lead to H. sapiens. The two such 
evolutionary trees shown below include members of 
t he genera Homo, Paranthropus, Australopithecus and 
Sahelanthropus. 

Evolutionary tree 1 
H. sapiens 

H. floresiensis H. neanderthalensis (modern humans) 
present . •····· .... : · ·· ·.·:::■·-,:/·heidelbergensis 

: •. 
1 mya · ,.·· H. antecesso_r _ 

■ H. erectus •• • · · --

2 mya 

3 mya 

4mya 

5 mya 

6 mya 

•••• •• .1;1. ergaster •• ••• H. habilis P :,;obustus P. boisei 
•••••••••• •• II!' •• • • • ·. . -·. .. 

• ♦ • • • 

... • • ■••• • •• • .. •·· ..... . 
A. africa: us ••• ••• •• ■ A. garhi • ,. ••• •· P. aethiopicus 

• • • • •. --c• ·• · • • •• • • •• • • •• •• ♦ •• 
#,. • • • 

A. afarensis,..... . ... ....••.••. • A. bahrelghazali 
••••••• •• • • 

A. anamensis l!I 
• • • • • • • • • 

• • • • • • • • 
5. tchadensis Ii 

• • • • 7 mya ...,_ _________ .__ _________ _ 

Evolutionary tree 2 
H. sapiens 

present 

1 mya 

2 mya 

3 mya 

H. floresiensis H. neanderthalensis (modern humans) 

•. ·····• • • • • •••• • 
..::::• ;.i'. .heidelbergensis • • • • • • • 

• • • •• 
• • •• • • •• 

· ·■·.: H. erectus 
•• P. robustus P. boisei •• •• •• • ' •• 

·· ::■-H.,..f.Jabilis • • •• • • • • • • • • •• • •• 
A. garhi ■ : A. africanus .. .• • .■ .. · · · · · 

• • •• ••• P. aethiopicus • • • •• • • ··•·· ..... • 
• • • • • • • 

4mya 

• • • • • • • • • 
·• A. afarensis 

• • • • • A. anamensis ■ • • • • 
5 mya ~ 

• • • • • • • • • 
6mya • 

• • 
S. tchadensis ii 

7 mya 

a Identify one point of agreement and one p.oint of 
difference between the two evolutionary trees. 

b Why are anthropologists unable to agree on a single 
view of human evolution? 

20 Ancient fossils are un likely to contain usable DNA; 
anthropologists can ony use their morphology to 
classify them. In 2003 a new fossil hominin was 
discovered on the island of Flores in Indonesia. One 
view of this fossi l is that it represents a previously 
undescribed species of hominin that was a direct 
descendant of H. erectus. This new species has been 
given the name H. floresiensis. The skulls of 
H. f!oresiensis and H. erectus are shown below. 

Homo floresiensis Homo erectus 

• a I Describe two features of the skul ls that indicate 
that these two species are closely related. 

ii Some anthropologists argue that H. f!oresiensis is 
not a new species but is a variant of H. sapiens. 
Describe one feature of the sku ll that would 
support this idea . 

b Anthropologists examined the skull of H. f!oresiensis 
and inferred that it has a significantly smaller brain 
than H. sapiens . 
i What is the difference between an observation 

and an inference? 

ii What observations about the skull did the 
anthropologists make that led them to infer 
that H. f!oresiensis had a smaller brain than 
H. sapiens? 

OA 
✓✓ 
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REVIEW QUESTIONS 

How are species related over time? 

Multiple-choice questions 
1 Which of the fo llowing statements most correctly relates 

evolution and natural selection? 

A Natural selection blocks evolution. 

B Evolution leads to natural selection. 

C Natural selection is a mechanism for evolution. 

D Natural selection is the mechanism for evolution. 

2 Selective breeding programs for plants often result in 
polyploidy. Select the situation that would be most likely to 
result in polyploidy. 

A gamete with n chromosomes 

B gametic cell with 2n chromosomes 
C pollen or ovu les with n chromosomes 

D somatic cell with 2n chromosomes 

3 There are two wild species of banana, Musa acuminata and 
Musa balbisiana. Today there are many varieties of this popular 
fruit. These original wild varieties have 22 chromosomes. The 
most popular variety of bananas grown in Australia today is the 
Cavendish. It accounts for more than 95% of all production. 
Cavendish bananas have been around since before 1850. 
The Cavendish banana has a chromosome count of 33. The 
development of this variety of banana is most likely due to: 

A polyploidy 

B hybridisation between Musa acuminata and Musa balbisiana 

C genetic engineering 

D self-fertilisation by a member of Musa acuminate 

4 Stratigraphic correlation is used to work out the relative ages of 
sedimentary strata at different sites. Strata containing the 
same index fossils are assumed to be the same age. It is also 
assumed that lower layers are older than upper layers. 

' • ... * 
* ' • ... 
• * ' • 
~ ... * V 
• • • • 
~ ~ ~ ¥ 

• • u -
<S> ~ • • 

site 1 site 2 site 3 site 4 

Consider t he four sites il lustrated above. Which one of the 
fo llowing statements is accurate? 

A Site 3 contains the youngest stratum and site 4 the oldest. 
B Site 1 contains both the youngest and the oldest strata. 

C Al l strata at the same depth are the same age. 
D Site 1 contains the oldest stratum and site 3 the youngest. 

5 

-~ -

Radioactive dating methods are frequently used 
to give absolute dates to fossi ls. One radioactive 
dating method used to date fossils directly uses 
the carbon-14 isotope. The graph below shows 
the decay of carbon-14 to nitrogen-14. 

Decay of carbon-14 
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A fossil is found in which the percentage of 
carbon-14 remaining is 60%. What is the 
approximate age of the fossil? 

A 10 000 years 

B 8000 years 

C 6000 years 

D 4000 years 

__ _,. _ _ _ _ _ _ - - - - - - - - --... - - - ♦- - - - - - - - - ------ - --- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - - - -- -- - - - - ~ - - - - - ~-----------~ - ~ -------- - - - · - · - - - - -
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6 The fam ily Fel idae includes many species of felines. 
Three species in this family are Catopuma badia 
(species A), Catopuma temminckii (species B) and 
Profelis aurata (species C). Together these are known as 
golden cats. An outgroup of th is clade is Panthera leo 
(species D). 

Assuming that these species are classified correctly, 
which of these phylogenetic trees most accurately 
shows the relat ionships between the species? 

A A B C D 

I 
I 

B D C B A 

I 
I 

C D B A C 

I 
I 

D D B C A 

I 
I 

Short-answer questions 
7 a Outline the three conditions requi red for natural 

selection to occur. 

b Identify an example of evolution where natural 
se lection is the mechanism for change in a species. 

8 The genus Equus includes several species, both 
extinct and extant (sti ll living). The extant species 
are Przewalski's horse (Equus przewalskii) and the 
domestic horse (Equus cabal/us). The last wild member 
of Equus przewalskii was seen in 1965 and shortly after 
it was declared extinct in the wild. Back in 1945, 
13 individuals were being held in captivity. A 
conservation and breeding program based on nine 
members of the captive populat ion has been so 
successful t hat they were reint roduced into their 
natural habitat, the steppes of Mongolia. The wild 
popu lation in Mongolia now numbers over 400 and 
the captive population exceeds 1500 but Przewalski's 
horse is still listed as endangered. All current members 
of Equus przewalskii are descendants of the nine 
members from the 1945 captive population. 

a The population of Przewalski's horse from which 
the current popu lation descended was quite small 
in number. Clarify if this is a result of a population 
bottleneck or a founder event. 

b Despite the considerable increase in the numbers 
of Przewalski's horse, it is still considered to be 
endangered. Discuss why th is is the case. 

c The nearest living relative of Przewalski's horse 
is the domestic horse. Przewalski's horses have 
66 chromosomes and domestic horses have 64. 
Despite th is d ifference, matings between domestic 
horses and Przewalski's horses produce fert ile 
offspring. 

i Suggest how the change in chromosome 
numbers may have come about. 

ii Przewalski's horse and the modern domestic 
horse are very close ly related. Recall the standard 
definition of a species. 

iii Discuss whether Przewalski's horse and the 
domestic horse are separate species or, as in the 
alternative view of some taxonomists, they are 
subspecies of a horse species called Equus ferus. 

I 

I 
I 

l 
I 

I 
I 
I 

I 
I 

I 

I 
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9 Wheat (Triticum spp.) is one of the world 's major food 
crops. A disease that results in severe crop losses is 
wheat leaf rust, caused by three species of fungus 
of the genus Puccinia. It can cause crop losses of 
up to 20% and substantia l loss of income for wheat 
producers. This has resulted in significant research, 
such as identifying resistant strains of wheat and using 
selective breeding to enhance the offspring of these 
stra ins. One strain, called Norm, has strong resistance 
to leaf rust fungus. 

a Research shows around 46 different genes are 
associated with resistance to the Puccinia leaf rust 
fungus. Scientists have used selective breeding to 
increase the f requency of the alleles conferring most 
resistance in wheat plants. Selective breeding for 
particular traits can have unexpected effects on the 
phenotypes of target organisms. Explain why. 

b Identification of the Norm strain as highly resistant 
to leaf rust means that many farmers are deciding 
to plant th is variety of wheat. Some scientists 
consider exclusive use of one st rain to be a very 
dangerous practice that could lead to worldwide 
famine. Do you agree with these scientists? Explain 
why or why not. 

c Are these resistant populations of wheat likely to 
maintain their resistance to leaf rust fungus over the 
long term? Justify your answer. 

, 10 a Recall the basic structure of a prokaryotic bacterial 

cell by drawing a simple labelled diagram. 

) 
I 

b Using your knowledge of evolution by the 
mechanism of natural selection, summarise 
how pathogenic bacteria may develop antibiotic 
resistance. Your answer should account for bacteria 
using asexual reproduct ion, which would usually 
limit the introduction of new genetic diversity into a 
population. 

c Bacteria are known to transfer genetic material from 
cell to cel l in two different ways. 

i Name each transfer method and compare their 
essentia l features. 

ii Discuss why the bacterial transfer of genetic 
material poses a chal lenge for human health 
care. 

11 The fossil record is an important source of evidence of 
evolution. Shown below is a series of fossil skeletons 
showing the evolution of modern whales. 

Pakicetus, about 50 mya 

l 
50cm 

Ambu/ocetus, about 49 mya 50cm 

l 

Rhodocetus, about 47 mya 

l 
50cm 

Basilosaurus, about 38 mya 50cm 

a Explain how this group of fossi ls provides evidence 
of evolution. 

b Describe how the age of the Ambulocetus fossil 
would have been determined. 

c Dorudon was another wha le ancestor. Its skeleton is 
shown below. Dorudon was a contemporary of one of 
the above organisms. Which of the fossi l series is 
this most likely to be? Provide reasoning to support 
your answer. 

pelvis and ? 
hind limb Dorudon 
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12 On Lord Howe Island, off the east coast of Australia, 
researchers have found two related species of palms 
(Howea forsteriana and Howea belmoreana) living side 
by side. Because the island is so small, it is considered 
impossible to have true geographical isolation between 
the natural endemic populations on the island. Their 
research showed that the species diverged much more 
recently than the island's volcanic origin. Therefore, 
another form of isolation must have led to the 
speciation of the palms. 

Curly palms (Howea belmoreana) on Lord Howe Island 

a Name the type of speciation that occurs by an 
isolating mechanism other than a geographic 
barrier. 

b Suggest one possible isolating mechanism that 
could have led to speciation of the Lord Howe Island 
palms. 

13 Lymnaea is a genus of mollusc that has snail-like shells. 
Members of Lymnaea have shells that coil either left or 
right, as shown in the diagram below. In most 
individuals, development of this trait is purely genetic, 
with offspring showing a phenotype that is identical to 
the maternal phenotype. Occasionally, and seemingly 
at random, an environmental factor influences the 
outcome and an individual with a genetically right
coiling shel l grows a shel l t hat coils left, and vice versa. 

left-coiled shell right-coiled shell 

a As a result of physical incompatibility, individuals 
with shel ls that coil in the opposite direction are 
unable to mate. 
i If the environmental factor were to disappear, the 

two populations would find mating very difficult. 
What name is given to this sort of isolation? 

ii Without the occasional environmental effect on 
shell growth, this incompatibility could lead to 
speciation of the two groups. Explain how this 
could occur. 

b Why is speciation unlikely as long as the 
environmental effect continues to create individuals 
that are genetical ly of one form but phenotypically 
the other form? 

14 The diagram illustrates a sequence of DNA from a chicken, a quail and a turkey. 
Asterisks (*) indicate that all three species have the same base at that position. 
Dashes indicate insertions and/or deletions. 

10 20 30 40 50 60 70 

chicken CAGCCC 11 IC ACCTCCGAAG GGAATATAGA GGAGGAG--- ---AAGAGAC CGAGCCCATA TCGAGAGCCA 

quail ********** **T**T**** ***GG***** *******GAG GAG******* ***A****** ********** 

turkey ********** ********** A**GG***** *******GAG GAG******* ***C****** ********** 

a Based on this sequence, infer which two of the organisms are most closely related. 
Justify your inference. 

b Draw a phylogenetic tree of the three birds based on the data . 
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15 A mitochondrial DNA (mtDNA) sequence from five 
primate species is shown below. 

Species mtDNA sequence 

Homo sapiens ACACCATA 
(human) 

Pan paniscus ACACCATA 
(bonobo) 

Gorilla gorilla CCACCACA 
(lowland goril la) 

Pan troglodytes CCACCACA 
(chimpanzee) 

Nomascus concolor CCACCATA 
(black crested gibbon) 

a Define mtDNA. 
b i Identify the pairs of primates that are most 

closely related. 

ii Explain why analysis of mtDNA is useful as 
evidence for relatedness between species. 

c mtDNA is also used to t race the historical migration 
patterns of early humans around the world. 
Summarise the general path of migration as 
indicated by current evidence, including the arrival 
of the earliest human populations in Australia. 

16 Wh ile on his famous trip on the HMS Beagle, Darwin 
observed finches on the Galapagos Islands. These 
islands contain 13 different species. On Cocos Island 
there is a fourteenth species of finch that has been 
shown to be related to the Galapagos finches. The 
Galapagos finches are hypothesised to be most closely 
related to the tanager finches of Central and South 
America. The map below shows the relationsh ip 
between the islands and part of the mainland of 
South America. 

.., 
Cocos Island 
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Galapagos 
Islands 
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The hypothesised relationsh ips between the various 
finches is shown in the phylogenetic tree. Note: 
Vegetarian finches are also known as herbivorous 
finches. 

~- ground finches ~--
'----- ground finches 

._ __ ground finches 

__ cactus finches 

._____ cactus finches 

~------ sharp-beaked finch 

-- tree finches 

.___ tree finches 

.__ __ tree finches 

-- mangrove finch 

'-----woodpecker finch 

.__ _________ vegetarian finch 

.__ ___________ warbler finch 

'------------- Cocos finch 

L__ ______________ warbler finch 

Genetic sequences show that finches with similar feeding styles 
tend to be closely related. 

a According to the phylogenetic tree shown, which of 
the Galapagos groups is most closely related to the 
Cocos finches? 

b The finches of the Galapagos Islands show 
considerable genetic diversity. What does this 
suggest about the size of the founder population? 

c It is thought that the first fi nches arrived on the 
Galapagos about 2 mi ll ion years ago. Since that 
time the environment has changed considerably. 
There has been volcanic act ivity, which added 14 
islands to the chain. There have also been changes 
in sea level, isolating some islands, and the cli mate 
has changed from lush and tropica l to cool and dry. 
How might the changes in the Galapagos Islands 
have resulted in speciation of the original population 
of finches to arrive there? 
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17 Birds and mammals share a common ancestor. The 
ancestor of these two classes was a terrestrial 
vertebrate. Today some species in both taxa spend 
large amounts of time in an aquatic environment. Two 
such species are penguins and seals. The hypothesised 
evolution of both of these groups is shown in the 
phylogenetic tree below. 
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coelacanth 

platypus 

kangaroo 

sea l 

human 

python 

I izard 

turtle 

crocodile 

ostrich 

penguin 

pigeon 

The last common ancestor of penguins and seals was a 
vertebrate that lived some time between 305 and 340 
million years ago. Evidence suggests that, like modern 
repti les, this organism was ectothermic. 

a Penguins and seals are both endothermic. What 
kind of evolution has resu lted in the two groups 
having th is characteristic? Explain. 

b Propose why there is uncertainty about when the 
last common ancestor of penguins and seals lived. 

c Seals and penguins both have fore limbs modified as 
flippers. These flippers can be considered to be both 
homologous and analogous. Explain how this can be 
the case. 

d On the phylogenetic tree above, the red arrow points 
to a common ancestor ca lled an archosaur, which 
palaeontologists believe gave rise to a number of 
later lineages. Identify all of the members of the 
monophyletic group that includes the archosaurs. 

e Identify a polyphylet ic group from the tree. Explain 
how this group is polyphyletic. 

18 PAX-6 is a master regulator gene found in a large 
variety of animals. PAX-6 encodes a transcription factor 
that binds to DNA at two sites, thereby contro lli ng 
development of sensory organs, especially the eyes. 
This gene has been highly conserved over time. It is so 
similar in most organisms with eyes that the human 
gene when inserted into the genome of otherwise 
sightless fruit f lies (Drosophila melanogaster) results in 
the formation of eyes. 

Clarify the phrase used in this question 'this gene has 
been high ly conserved over time'. 

19 Taxonomists use the features of skeletons, and for hominins, associated cultural materials, to develop cladograms and 
phylogenetic trees for species to show how they may be related. In order to develop their cladogram, the scientist will 
first look at the various traits of the group of organisms and develop a character matrix. Such a matrix is shown below 
for one group of hominins. 

Species 

1 

2 

3 

4 

5 

6 

Opposable 
big toe 

1 

0 

0 

0 

0 

0 

Large brow 
ridge 

1 

1 

1 

1 

0 

0 

Recognisable 
tool making 

0 

0 

1 

1 

1 

1 

Relatively 
small teeth 

0 

0 

0 

1 

1 

1 

Taller than 
1.5 m 

0 

0 

0 

0 

1 

1 

a Using the informat ion in the matrix, develop a cladogram for the species shown. 

Cranial capacity 
normally greater 
than 1200 cm3 

0 

0 

0 

0 

1 

1 

Sophisticated 
ritual burial 
practices 

0 

0 

0 

0 

0 

1 

b The species used to develop this matrix are: Homo neanderthalensis, Australopithecus sp., Homo habilis, Homo 

sapiens, Ardipithecus sp. and Homo erectus. Ardipithecus preceded Australopithecus and had an opposable big toe, 
an adaptation for climbing trees. Using your knowledge of homin in evolution, match each numbered species in the 
matrix to its correct name. 

c Consider a hypothetical group of anthropologists working in China who have found a group of foss il ised hominin 
bones. As is common, some of the bones are m issing and some show signs of animal activity, such as teeth marks. 
Why would many fossilised bones show signs of animal activity? 

continued over page 
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d The bones found by the researchers had a number of 
significant features. The cranial capacity was around 
600 cm3• The length of the femur was around 30% 
shorter than the femur of a modern human. The 
brow ridges were pronounced and the zygomatic 
arches (cheek bones) were extremely large. The 
teeth were large and a number were distinctly 
pointed. The foramen magnum was positioned more 
forwards than in chimpanzees and gorillas but very 
slightly more to the rear of the skull than in the 
australopithecines. The arms bones were significantly 
shorter than the leg bones. No bones from the feet or 
ankles were found. 

i If you were presented with these bones, where 
would you put the hominin on your cladogram? 
Give reasons for your decision. 

ii What other inferences could you make about this 
hominin? 

This statement relates to questions 20 and 21. 

Indigenous Australians believe that they have inhabited the 
\ 
1 land since time began. Questions 20 and 21 are based on 

1 the Western scientific understanding of human migration 
1 into and around Australia. 

1 20 Some evidence of hominin habitation from 120000 

' 

I 21 

\ 

\ 

~ 

) 
I 

years ago exists in Australia. Given our current 
understanding of modern human migration across the 
world, discuss if the hominins present were likely to be 
members of the species Homo sapiens. 

Haplogroup analysis is an important method of studying 
human spread throughout the world. Haplogroups are 
groups of people who share a common ancestor. 
Female haplogroups are determined by examining 
mitochondrial DNA and male haplogroups can be 
determined using the Y chromosome. In the map below, 
each haplogroup is denoted by a capital letter. 
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490 AREA OF STUDY 2 I HOW ARE SPECIES RELATED OVER TIME? 

a Account for why female lineages are determined 
using mitochondria and male lineages are 
determined using the Y chromosome. 

Using hair samples collected from 111 individuals 
during the early twentieth century, and examining 
mitochondrial DNA, the haplogroups of Indigenous 
Australians from pre-European arrival were 
determined and their migration into and around 
Australia was hypothesised. The distribution of these 
haplogroups is shown in the map below. 

b Considering just the data shown, deduce which of 
the haplogroups M, 0, P, R or S is the most ancient. 

c Evidence from Asia shows that both the R and M 
groups were present in India earlier than 55 000 
years ago. Suggest why the R haplogroup is only 
seen on the west coast of Australia. 

d Using the data, draw arrows to show the most 
likely route(s) of migration through Australia after 
humans first arrived in the north of Australia. 

e Evidence from studying the mitochondrial DNA 
suggests that after an initial rapid population 
spread across Australia around 50000 to 60000 
years ago, the populations became relatively fixed 
in position. Populations moved around, but only in 
a fairly confined area. This situation started around 
45 000 years ago. Suggest why this supports the 
strong connection between Indigenous groups 
and Country. 
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5' cap (five-prime cap) A special nucleotide 
that is added to the 5' end of pri1nary 
u·anscripts in eukaryotes. The process is kno\.vn 
as 1nRNA capping a11d it functions to make 
stable, mature mRNA that is ready to undergo 
translation. 

A 
absolute dating A direct quantitative method 

of determining the age of a rock or object using 
radioactivity. 

accessory pigment A pigment that absorbs 
light energy and transfers it to chlorophyll <X. 

accuracy The accuracy of a measurement 
relates to ho\.v close it is to the 'true' value of the 
quantity being measured. 

activation energy The energy that is required 
to start a biochemical reaction. 

active immunity I1nrnunity that involves an 
individual's ov-1n adaptive immune response, 
through B and T lymphocytes. 

active site The specific site of the enzyme that 
binds the substrate and \.Vhere catalysis occurs. 

adaptation (1) An inherited characteristic 
that increases the likelihood of survival and 
reproduction of an organism, population or 
species. (2) The process by \.Vhich a population 
or species becomes \.Vell-suited to its lifestyle 
and environment. 

adaptive immune response An immune 
response that is specific to a particular antigen; 
only present in vertebrates. 

adaptive radiation A process of rapid 
evolution and divergence of species fron1 
a con1mon ancestor in response to ne,:v 
e11vironn1ental conditions. 

adaptive value A measure of ho\.\1 well suited 
a particular phenotype is to a particular 
environmental condition. Phenotypes ,vith a 
high adaptive value tend to persist and increase 
in frequency compared to those ,:vith a lo\.\1 
adaptive value. 

adenine (A) A nitrogenous base (a purine) that 
occurs in nucleotides of DNA and RNA. 

adenosine diphosphate (ADP) A 1nolecule 
produced by the release of energy from ATP. 
ADP can be converted back to ATP for re-use. 

adenosine triphosphate (ATP) The energy
carrying n1olecule of the cell that provides 
energy for cellular processes. ATP releases 
energy vvhen its terminal phosphate bond is 
hydrolysed. 

adjuvant A substance added to vaccines to 
enhance tl1e in1mune response, resulting in 
increased antibody production. 

agglutination The process in which antibodies 
bind to antigens on the surface of cells and 
form antigen-antibody complexes that clump 
together and activate phagocytes and the 
complement cascade, \.Vhich leads to antigen/ 
cell destruction. 

aim A statement describing in detail vvhat ,vill be 
investigated. 

alkaloid An often toxic chemical produced by 
plants, including caffeine and nicotine, and 
"vhich helps protect the plant from pathogens. 

492 GLOSSARY 

allele A different forn1 of a gene. Alleles of a 
gene have different DNA sequences, so1netimes 
resulting in different forms of a phenotype. 
For example, the gene that codes for hairline 
shape in humans has t,vo alleles-straight and 
widov/s peak. 

allele frequency The relative proportion of a 
particular allele in a gene pool. It is typically 
presented as a deci1nal or percentage of the 
allele of that gene in the gene pool. 

allergen An antigen that elicits an allergic 
response. 

allergic response The rapid and vigorous 
overreaction of the immune systen1 to antigens 
called allergens. Allergic reactions involve the 
production of lgE by B lymphocytes and the 
release of histamine by mast cells. 

allopatric speciation The evolution of t\.VO 

new species fro1n an ancesu·al species resulti11g 
from separation by a geographical barrier. The 
lack of gene flovv benveen populations leads 
to genetic divergence over tin1e, resulting in 
speciation. 

allosteric site A site on an enzyme other than 
the active site to which an effector molecule 
binds. 

alpha helix A coiled secondary protein 
structure within a polypeptide chain stabilised 
by hydrogen bonds bet\:veen adjacent amino 
acids. 

amine group (amino group) A -NI-12 group. 

amino acid The monomer of polypeptides. All 
amino acids contain an an1ine group at one end 
of the molecule and a carboxyl group at the 
other end. 

anabolic reaction A biochemical reaction in 
~1hich larger molecules are made from smaller 
1nolecules; requires an input of energy to build 
new bonds. 

anaerobic fermentation A method of 
producing energy that does not require oxygen, 
used by animals, bacteria and yeasts. Anaerobic 
fermentation must be preceded by glycolysis. 

analogous feature A feature (e.g. organ or 
strucn1re) that has a similar su·ucture and 
function in unrelated species and has evolved 
independently due to similar environmental 
selection pressures. 

anaphylaxis A severe allergic reaction that can 
be life-threatening. 

anneal To join DNA or RNA fragments by 
complementary base pairing. 

antibiotic A substance, produced by a 
microorganism or synthesised, that inhibits the 
growth of a type of bacteria. 

antibiotic resistance The ability of a nucrobe 
to survive in the presence of an antimicrobial 
drug. 

antibody Also known as immunoglobulins, 
antibodies are proteins produced by plasma 
cells that are higl1ly selective for, and bind to, 
specific antigen molecules 

anticodon The three nucleotides on a transfer 
RNA (tRNA) molecule that join to the codons 
on mRNA by complementary base pairing 
during the process of translation. 

antigen A substance that reacts ,:vith antibodies 
and T lymphocyte receptors; antigens that 
induce an imn1une response are in1n1unogens. 

antigen-antibody complex A specific 
chemical interaction bet\veen an antibody 
(im1nunoglobulin) 1nolecule and an antigen 
molecule. 

antigen presentation The presentation of 
antigens by antigen-presenting cells. 

antigen-presenting cell (APC) A cell that 
uses MI-IC-II on its surface to present foreign 
antigens to helperT cells to elicit an adaptive 
immune response. Examples include dendritic 
cells and macrophages. 

antigenic drift The slow change to antigens on 
the surface of a virus due to the accumulation 
of genetic n1utations. 

antigenic shift An abrupt change in the 
genetic code of a virus due to re-assortment of 
genes from different viral strains, resulting in 
significantly different antigens on the surface of 
the virus. 

antigenic variation The mechanism of 
changing surface antigens, usually to avoid 
detection or an immune attack. Employed by 
certain protozoans such as Plas1nodiu1n spp. 

antimicrobial drug A compound that inlubits 
the growth of microorganisms, including 
bacteria, fungi, protists and viruses. 

antimicrobial resistance The ability of 
a microbe to survive in the presence of an 
antimicrobial drug. 

antiparallel Running in opposite directions, 
\Vith one strand in the 5' to 3' directio11 and the 
other in the 3' to 5' direction (referring to the 
t\vo strands in DNA molecules). 

antiserum A serum containing specific 
antibodies. 

antiviral A drug that inhibits replication of a 
virus by blocking enu·y or exit from the cell, 
or blocking viral replication enzymes. 

archaeological Relatii1g to the scientific study 
of human history or prehistory and their 
culture fron1 the analysis of fossil remains and 
artefacts. 

archaic Very old or ancient. 
artificial active immunity Active immunity 

resultii1g from the adininisu·ation of antigens, 
such as through vaccination. 

artificial passive immunity The 
adnunistration, usually by injection, of 
antibodies produced by another organism 
to provide an im1nediate, specific imn1une 
response. 

artificial selection A process of changin.g 
the allele frequencies of a population through 
human intervention. It is a form of selective 
breeding. Phenotypes that are selected for 
may not necessarily be better suited to the 
environn1ent, but may be desired by hun1ans 
and so the alleles that produce tl1e desired 
phenotypes increase in frequency in the 
population. For exa1nple, dairy cows are 
artificially selected for lugh mill< yields. 



Assimilation (partial replacement) model 
A model to explain the origins of present day 
humans. This model proposes that all living 
humans had an African origin and \.Vhen they 
migrated out of Africa, there ,vas occasional 
interbreeding with archaic humans that ,vere 
already living in other parts of the world, 
resulting in hybrid populations. 

autoimmune disease Any disease in which 
there is a failure of tolerance and an adaptive 
immu11e response is directed against a 
self-antigen, causing T lymphocytes to 
attack tissues directly and B lymphocytes to 
produce antibodies against the self-antigen. 
Autoi111mune diseases can be organ-specific or 
generalised. 

autotroph A living organism capable 
of synthesising all of its o,vn food by 
photosynthesis or che1nosynthesis. 

B 
B cell see B 1),mphocyte 

B cell receptor (BCR) A molecule found on 
the surface of a B lymphocyte that detects 
specific antigens. 

B lymphocyte (or B cell) Lymphocytes that 
,vhen stimulated produce large q uantities of 
antibodies specific to a particular antigen. 
They are responsible for the humeral immune 
response and include both memory and plasma 
cells. 

bacterial competence The ability of a bacterial 
cell to alter its genome by taking in DNA from 
otl1er cells or tl1e environment. 

bacterial transformation The incorporation 
of DNA fro1n another organism into a bacterial 
cell. 

bacteriophage A virus that infects bacteria. 

bacterium (plural bacteria) All prokaryotes 
not me1nbers of the domain Archaea. 

base One of ·five nitrogenous chemicals present 
in the nucleotides of nucleic acids (DNA or 
RNA). "fhe five bases are adenine, guanine, 
cytosine, thymine (DNA only) and uracil 
(RNA only). 

basophil A type of white blood cell (leukocyte) 
that releases histamine during an allergic 
reacuon. 

behavioural isolation Genetic isolation that 
results from populations displaying different 
behaviours, such as mating calls and courtship 
rituals. 

benign tumour A 1nass of abnormal (but 
not cancerous) cells. They are not cancerous 
because they do not invade nearby tissue or 
spread iliroughout tl1e body through a process 
of 1netastasis. 

beta-pleated sheet A secondary protein 
structure stabilised by hydrogen bonds bet:\oveen 
different regions of a polypeptide chain that 
create pleat-like forn1ations. 

biochemical pathway (metabolic 
pathway) A sequence of biochemical 
reactions, each catalysed by a specific enzyme 
iI1 ,vhich the product of one reaction becon1es 
the substrate of the next. 

biodiversity Biological diversity; the variety of 
all life forms, the genes that they contain and 
the ecosystems of which they are a part. 

biofuel A fuel that can be produced from crops 
or other organic material. Examples of biofuels 
are etl1anol fro1n the fern1entation of sugars, 
methane fro1n digestion in animals, and biogas 
from plant and animal ,vastes. 

biological fitness An organism's ability 
to survive and reproduce in its natural 
environment. 

biomass The mass of living matter per unit 
area (e.g. kg/n12

), or the equivalent amount of 
chemical energy bound in the mass of tissue 
(e.g. kJ/m 2

). Bion1ass n1easurements may be for 
total biomass, or for the biomass of a particular 
group of organisms such as plants. 

biomolecule A molecule involved in the 
maintenance or metabolism of living organisms. 

biosecurity Measures to detect, respond 
rapidly to and recover from pests and 
diseases, including introduced species, to 
protect agricultural production and \.vildlife 
biodiversity. 

bipedal Describes an animal tl1at ,valks on two 
legs. 

bispecific monoclonal antibody (bispecific 
mAb) A monoclonal antibody (mAb) 
constructed through molecular technology 
to have tvvo different binding sites: one for 
a cancer cell and one for an in1mune cell. 
Bispecific n1Abs 'identify' and 'deliver' cancer 
cells to the imn1une systen1. 

blunt-end restriction enzyme A restriction 
enzyme that leaves clean-cut ends because it 
cuts both strands of the DNA molecule at the 
same location witlun the recognition site. 

bottleneck effect The impact of substantial 
population reduction on the smaller remaining 
population. The remaining population has 
reduced genetic diversity and is more likely to 
lose alleles throtigh genetic drift and experience 
inbreeding. 

branch A line on a phylogenetic tree that 
represents tl1e evolutionary path from a 
common ancestor (lineage). 

bundle sheath cell A cell in the leaf or stem of 
a vascular plant that forn1s part of the layer of 
cells that surrounds the vascular tissue. 

C 
C3 plant A plant that uses the 1nost common 

form of photosynthesis in plants, in \.Vhich the 
first carbon-containing product is a iliree
carbon compound. 

C4 plant A plant that fixes a four-carbon 
molecule during photosynmesis rather man the 
more common three-carbon molecule. 

Calvin cycle A cyclic biochemical pam~ray 
in the light-independent reactions of 
photosynmesis, in ~rhich carbon from carbon 
dioxide becomes fixed in the synthesis of 
carbohydrate. 

CAM plant A plant that uses crassulacean acid 
1netabolism (CAM), a fonn of photosynthesis 
that occurs in 1nany plants growing in hot, 
dry environments. Ston1ata open at night to 
take in carbon dioxide1 ,vhich is incorporated 
into n1alate. During the day tl1e stomata are 
closed to reduce transpiration, and malate is 
1netabolised to release oxaloacetate. 

cancer vaccine Vaccines n1ade up of cancer 
cells, parts of cells, or pure antigens tl1at 
stimulate the i1nmune system to prevent or fight 
cancer cells. 

carbon fixation The incorporation of carbon 
into organic con1pounds by living organisms. 

carboxyl group A -COOH group containing a 
carbonyl and hydroxyl group. 

carcinogen A substance that dan1ages cell 
DNA. A carcinogen can be physical, chemical 
or biological. 

cast fossil A three-din1ensional 'sculpture' of 
an organism formed by materials such as silica 
or phosphate filling tl1e vacant space in an 
impression or fossil mould. 

catabolic reaction A biochen1ical reaction in 
~1l1ich there is a breakdo,vn of macron1olecules 
into sn1aller molecules; releases energy. 

catalyse To increase the rate of a reaction. 

catalyst A substance that increases the rate of 
a chemical reaction but is not consumed in the 
reaction. An enzyme is a catalyst. 

catalytic power The ability or potential of an 
enzyme to increase the rate of a biochemical 
reaction compared to tl1e reaction occurring 
~1itl1out the enzyn1e present. 

cell-mediated immunity An immune response 
mat is mediated by Ff lymphocytes. Con1pare 
wim hu.moral immunity. 

cellular pathogen A cellular organism that 
is a source of non-self antigens and causes 
disease in a host organism. Bacteria, protozoa, 
oomycetes, fungi, several types of,vorms and 
arthropods are types of ceUuJar pathogens. 

cellular respiration (1) Generally-tl1e 
co1nplete breakdo,vn of glucose to provide 
energy in cells. (2) Specifically-the second 
aerobic stage that occurs in the mitochondria 
and produces 36-38 molecules of ATP per 
molecule of glucose. 

chain of infection The series of events tl1at 
occur during tl1e n·ansmission of an infectious 
agent, which includes reservoir, portal of 
exit, mode of transmission, portal of entry, 
susceptible host. 

chemical barrier A chemical product or 
mechanism mat is one of the first-line defences 
of an organism's immune system. Examples 
include the lysozyme enzymes in saliva. 

chemical energy Energy stored in the chemical 
bonds that join atoms togemer in molecules, 
and which can be released by breaking the 
bonds apart. 

chemical group A group of covalently linked 
atoms, such as an amino group or hydroxyl 
group, that has a characteristic chemical 
behaviour. 

chemokine A cytokine that attracts white blood 
cells to the site of infection. 

chimeric monoclonal antibody ( chimeric 
mAb) A monoclonal antibody n1ade of mouse 
and hun1an molecular components. 

chlorophyll The green pigment found in 
chloroplasts in plants, and ,vithin some 
prokaryotic cells, that absorbs light energy for 
photosynthesis. 

chloroplast An organelle tl1at uses light energy, 
carbon dioxide and ,vater to produce glucose. 
Site of photosy11thesis. 

cis face The side of the Golgi apparatus facing 
the nucleus. 

cisterna (pl. cisternae) The flattened sac-like 
membranes found in the Golgi apparatus and 
endoplasmic reticulum. 

clade A group of organisms that includes an 
a11cestor and all descendants of that ancestor. 

cladogram A brancl1iI1g diagram representing 
the evolutionary relationsllips bet\veen taxa. 
The branches of a cladogran1 are scaled (the 
lengths of tl1e branches do not represent 
evolutionary distance). 
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clonal selection The theory that in a group of 
ly1nphocytes, a specific antigen \:viii activate 
only the lymphocyte that has a receptor that 
specifically recognises it. This lymphocyte \:vill 
proliferate into clones of itself. 

coding strand The strand of DNA that has the 
sa1ne nucleotide base sequence as the mRNA 
strand produced by transcription (uracil in the 
mRNA in place of thynune in the DNA). 

codon The basic unit of the genetic code. A 
sequence of three nucleotides on mRNA that 
codes for a particular amino acid, or indicates 
the beginning or end of translation. 

coenzyme A small organic molecule that 
combines ,Nith an enzyme and is necessary for 
its activity. 

coexisted Existed at the same tune and place. 
cofactor A chemical component such as a metal 

ion or coenzyme that is required for the proper 
function of a protein. 

common ancestor An organism from which 
t\vo or more species diverged. Also kno\vn as a 
shared ancestor. 

competitive inhibition A type of enzyme 
inhibition that occurs \Vhen the shape of the 
inhibitor is similar to the shape of the substrate 
that normally binds to the active sites of an 
enzy,ne. Due to their sinular shapes, the 
inhibitor is able to bind to the active site of the 
enzy,ne and block the substrate from binding 
to the site. 

complement protein A protein that is able 
to kill foreign cells by lysis. There are n1ore 
than 30 different complement proteins that 
are activated in response to antigen-antibody 
complexes, antigens and carbohydrates on the 
surfaces of some bacteria and parasites. 

complementary base pairing The pairing in 
DNA and RNA 1nolecules of the nitrogenous 
bases bet\:veen t\vo strands. In DNA adenine 
al\vays pairs \Vith thymine, and cytosine always 
pairs with guanine. 

complementary DNA (cDNA) Double
stranded DNA that contains no introns; 
copied from mRNA by the e11zyme reverse 
transcr1ptase. 

conclusion An evidence-based statement 
that is developed from the analysis of results 
from a scientific investigation. A conclusion 
summarises the findings of an investigation and 
explains the extent to which the hypothesis or 
research question ,vas addressed. 

conformational change A change in the 
spatial (three-din1ensional) arrangen1ent of 
atoms in a macromolecule such as a protein or 
nucleic acid. 

conjugated monoclonal antibody 
(conjugated mAb) A monoclonal antibody 
(mAb) that has been attached to a drug, toxin 
or radioactive particle in order to deliver the 
treatment specifically to cancer cells. 

conjugated protein A protein that contains a 
non-protein (prosthetic) group. 

constant region The region of antibody 
molecules that remains the same and interacts 
v.rith receptors on the body's cells. 

constitutive gene A gene or protein that is 
ahvays expressed or active. 

continuous variable A variable that can have 
any number value within a given range. 
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control group The experimental conditions of 
the control group are identical to those of the 
experi1nental group, except tl1at the variable of 
interest (the independent variable) is also kept 
constant. 

controlled variable A variable that is kept 
constant during an investigation. 

convergent evolution The evolution of similar 
features in unrelated groups of organisms. 

corepressor A molecule that binds to and 
activates a repressor transcription factor. 

crassulacean acid metabolism (CAM) 
A for1n of photosynthesis that occurs iI1 many 
plants gro,ving in hot, dry environn1ents. 
Ston1ata open at night to take in carbon 
dioxide, wluch is incorporated iI1to malate. 
During the day the sto1nata are closed to 
reduce u·anspiration, and malate is 1netabolised 
to release carbon dioxide, wluch is then used 
by cells. 

CRISPR-Cas9 A gene editing technique that 
uses guide RNA (gRNA) to guide a Cas9 
enzyme to a target DNA site v-rhere the enzy111e 
cuts the DNA. CRISPR stands for 'clustered 
regularly interspaced short palindron1ic 
repeats', ,vhich means segn1ents of DNA witl1 
short repetitive sequences that are interspersed 
,vith unique DNA sequences. 

cyanogenic glycoside A compound produced 
by plants that breaks down to form hydrogen 
cyanide, a compound extremely toxic to 
eukaryotic cells. Ffhese compounds assist the 
plant to resist infection by pathogens and 
damage by herbivores. 

cytokine One of a group of peptides and 
proteins released from cells that are important 
in ceU signalling, particularly between cells of 
the immune system. 

cytoplasm The contents of a cell, enclosed 
by the plasma membrane, including the fluid 
( cytosol) and all organelles except the nucleus. 

cytosine (C) A niu·ogenous base (a pyrin1idine) 
that occurs in 11ucleotides of DNA and RNA. 

cytosol The fluid inside a cell in ,vhich the cell's 
organelles, proteins and other structures are 
suspended. 

cytotoxic A substance or process that is toxic to 
a cell, and can cause death of that cell. 

cytotoxic T cell AT lyn1phocyte that is 
stimulated by cytokines to bind to antigen
MHC I complexes on infected host cells and 
release cytotoxic compounds that destroy the 
infected cells. 

D 
defensin Molecule that is active against bacteria, 

fungi and certain viruses. 
degenerate More than one codon may code for 

a particular arnino acid. 

denature (noun denaturation) To irreversibly 
change the tertiary su·ucture of a protein, as a 
result, for example, of heating the protein above 
a critical temperature. 

dendritic cell A type of antigen-presenting cell. 
deoxyribonucleic acid (DNA) A double

stranded nucleic acid that contains the 
genetic code in its sequence of bases. DNA is 
found in all organisms, and most viruses, i11 
chromosomes, as "vell as in n1itochondria and 
chloroplasts. 

deoxyribose The five-carbon sugar molecule 
found in DNA. Deoxyribose is derived from 
ribose but lacks an oxygen molecule; it has a 
hydrogen atom rather than a hydroxyl group. 

dependent variable A variable that may change 
in response to a change in the independent 
variable, and is measured or observed. 

differentiation The modification of the 
structure and function of a cell that occurs 
during its development. 

digestive enzyme inhibitor An enzyme or 
lectin that blocks normal digestion of starch by 
insects. 

discrete variable A separate or distiJ1ct value 
that can be counted. 

disease Disorder in the structure and function 
of an organism. 

divergent evolution The evolution of nvo 
or more different species from a common 
ancestral species. 

DNA see deoxyribonucleic acid 

DNA amplification rfhe process of creating 
nullions of identical copies of a DNA sample 
using the polymerase chain reaction (PCR). 

DNA ladder DNA standards; a set of DNA 
molecules of kno,vn size used as a 'molecular 
ruler' on gel electrophoresis to determine the 
size of other DNA molecules. 

DNA ligase An enzyme that joins 
together fragments of DNA by forming a 
phosphodiester bond bet-veen the 3'-hydroxyl 
and 5'-phosphate of adjacent nucleotides. 

DNA polymerase An enzyn1e that catalyses 
the formation of poly1ners of DNA by linking 
nucleotides into a chaiI1 by co1nplen1entary 
base pairing ,vith a te1nplate strand. 

DNA profiling A technique used to produce an 
individual's unique pattern of DNA bands on a 
gel. Produced by analysing short tandem repeat 
(STR) regions of the genome. 

DNA sequencing A technique to determine the 
sequence of bases in DNA. DNA sequencing 
can be used to determine relationships bet\veen 
individuals of a species and for detertnining the 
entire genome of an organism. 

DNA thermocycler The 1nachine used in 
the polymerase chain reaction that alters the 
temperature in pre-progranuned steps. 

double helix The double-stranded, coiled 
structure of a DNA n1olecule. 

E 
ecological isolation Genetic isolation that 

results from populations occupying different 
ecological niches. Also kno\vn as niche 
partitioning. 

ecological niche The distribution and 
ecological role of a species in its environment; 
ho\V it meets its needs for food and shelter, how 
it survives, and ho,v it reproduces. 

electron A negatively charged subatomic 
particle that usually occupies the orbit 
surrounding the nucleus of an atom . 

electron spin resonance (ESR) A 1nethod 
of absolute dating that is used to date calcium 
carbonate in samples from the last 300 000 
years, such as limestone, coral, fossil teeth, 
molluscs and egg shells. 

electron transport chain A chain or 
intercon11ected series of e112yn1es and 
cytochromes embedded in the inner 
mitochondrial men1brane. 



emerging infectious disease A disease that is 
ne,vly identified and has increased in incidence 
over recent years, or that may increase in the 
near future. 

endemic A term used to describe a species as 
being native to a specific area or region. For 
example, koalas are endenuc to Australia. 

endergonic reaction A chemical reaction that 
requires the input of energy. 

endocytosis The movement of material into a 
cell by enclosing it in the plasma membrane, 
,vhich then pinches off to form a vesicle ,vithin 
the cell. Endocytosis includes phagocytosis (the 
entry of solids) and pinocytosis (the entry of 
liquids). 

endonuclease An enzyme, also called a 
restriction enzyme, that occurs naturally in 
bacteria and can cut DNA at a particular site 
(a recognition site); used in genetic engineering. 

enzyme A protein n1olecule that acts as a 
biological catalyst. Enzy1nes speed up rates of 
reactions that ,vould other,vise take place n1uch 
more slov,ly. Their action is often specific to 
only one type of reaction. 

enzyme-linked immunosorbent assay 
(ELISA) A method to detect the presence of 
antigen in a sample, or antibodies in blood or 
serum. 

enzyme-substrate complex The complex that 
forms when an enzyme binds to a substrate. 

eon One of several subdivisions of geological 
time enabling cross-referencing of rocks and 
geological events from place to place. Eons are 
the largest subdivisions. 

eosinophil A type of leukocyte that 
predominates in parasitic infections and 
contains granules that are stained by eosin dye. 

epidemic A sudden increase in the number 
of cases of a disease above vvhat is normally 
expected in that population in that area. 

epoch One of several subdivisions of geological 
time enabling cross-referencing of rocks a11d 
geological events from place to place. Epochs 
are the smallest subdivisions. 

era One of several subdivisions of geological 
time enabling cross-referencing of rocks and 
geological events fron1 place to place. Eons 
are larger subdivisions than eras; eras may be 
divided into periods and epochs. 

evolution A change in the inheritable traits 
of a population (or species) over successive 
generations. See genetic drift. and natural 
selection. 

exergonic reaction A chenucal reaction in 
vvhich energy is released. 

exocytosis The movement of materials out of 
a cell via a vesicle. The vesicle fuses ,Nith the 
plasma membrane, and the vesicle contents are 
released out of the cell. 

exon The region of a gene that codes for a 
protein. 

experimental group A group in an experiment 
for vvhich controlled (fixed) variables are kept 
constant, a single experimental (independent) 
variable is changed and the dependent variable 
is measured to determine any effect of the 
change. 

exponential relationship Variables that are 
exponentially proportional to each other will 
produce a curved trend line ,vhen graphed. 

extracellular pathogen A pathogen that does 
not invade cells but lives and reproduces in the 
exn·acellular envirom11ent. 

F 
faunal succession The stratigraphic principle 

that the fossils contained in sedimentary rock 
strata succeed one another in a predictable 
order, even \Vhen they are found in different 
places. 

feedback inhibition Occurs "vhen a product 
produced late in a biochemical path"vay acts as 
the inhibitor of an enzyn1e acting earlier in the 
pathway. 

fever An increase in body temperature that 
results from the regulated body temperature set 
point in the hypothalamus of the brain being set 
to a higher level by inflammatory cytokines, to 
slov.1 the replication of bacteria and improve the 
adaptive immw1e response. 

fibrous protein A type of protein that forms 
long fibres and provides sn·uctural support to 
cells and tissues. 

flavin adenine dinucleotide (FAD) 
A coenzyme that functions as an electron 
carrier in metabolic reactions. 

foramen magnum The hole at the base of the 
skull through which the spinal cord connects to 
the brain. 

fossil The preserved remains, impressions or 
traces of organisms found in rocks, amber 
(fossilised tree sap), ice or soil. 

fossil record The record of the evolution of 
organisms through geological time based on 
information from fossils. 

fossilisation The process of preservation of 
the hardened remains, i1npressions or n·aces of 
orgarusms in rocks. 

founder effect Occurs ,vhen a small group of 
individuals is genetically isolated from a larger 
population. The s1naller population only has 
a small portion of the alleles of the original 
population and usually has lower genetic 
diversity. 

fungus (pl. fungi) Non-phototrophic 
eukaryotes that have rigid cell ,valls n1ade from 
chitin; includes moulds, yeasts, mushrooms and 
toadstools. 

G 
gamete A haploid cell capable of fusion with 

another haploid cell to form a zygote. In 
vertebrates the gametes are sperm and egg cells. 

gamete mortality Genetic isolation that results 
from incompatibility bet\veen gametes ( egg and 
sperm) and a failure to fuse at fertilisation. 

gel electrophoresis A techluque used for 
separating fragments of DNA, or different 
proteins, based on their n1olecular vveight ( or 
length). Frag1nents migrate through a gel at 
rates that are dependent on their length and 
charge. 

gene A specific sequence of nucleotides 
that codes for a particular protein or RNA 
n1olecule. It is the unit of heredity. 

gene cloning The production of identical copies 
of a gene. 

gene editing The 1nodification of genes by 
removal, substitution or alteration by mt1tation . ) 

without necessarily introducing a foreign gene. 

gene expression The process that leads to the 
transfor1nation of the infor1nation stored in a 
gene into a ftmctional gene product (usually a 
protein or RNA molecule). 

gene flow The moven1ent of alleles betvveen 
individuals of different populations; includes 
the dispersal of pollen and seeds in plants. 

gene pool All of the alleles in a population. 

gene regulation Processes that control gene 
expression, turning genes on or off. 

genetic code The linear sequence of three 
nucleotides in DNA or RNA that deternunes ' or codes for, the sequence of anuno acids in a 
proteiI1. 

genetic diversity rfhe variety of genes or alleles 
in a population or species. 

genetic drift Random changes to allele 
frequencies in a gene pool as the result of 
a chance event. This has a more significant 
impact on smaller populations, as the chance 
death of one individual could eliminate an allele 
from the gene pool. 

genetic isolation The prevention of gene flow 
between tvvo populations. 

genetic transformation The process of cells 
incorporating foreign DNA. This process can 
be natural or artificial. 

genetically modified organism (GMO) 
An organism with a genetic modification (GN1) 
made by transfer of specific genes from another 
organism (transgenic) or by gene editing 
techniques. 

genome The complete set of genes or DNA in 
an organism. 

genotype The genetic co1nposition of an 
individual. Contrast ,vith phenotype. 

geographical isolation Genetic isolation that 
results from the separation of populations by 
physical and geographical barriers. 

geological time scale The time scale of events 
that have occurred on Earth from its formation 
to the present time. 

germline mutation A mutation that can 
affect gan1ete for1nation and can therefore be 
inherited by offspring. 

globular protein A type of protein that is 
folded and coiled to form a compact spherical 
shape. It has a tertiary or quaternary structure 
specific to its function; for example, enzymes. 

glucose A common six-carbon monosaccharide 
carbohydrate, or hexose. It is the product of 
photosynthesis and the substrate for respiration. 

glycolysis The bioche1nical pathv.ray in vvhich 
glucose is broken dovvn to pyruvate. The first 
stage of celJular respiration. 

Golgi apparatus An organelle con1posed 
of a stack of cisternae in which proteins are 
assen1bled and then packaged in vesicles for 
exocytosis. Also ki1own as Golgi body, Golgi 
con1plex. 

gracile Slender, thin build. 

grana (singular granum) A stack of flattened 
discs composed of the thylakoid membranes 
found in chloroplasts. 

granulocyte A type of ,vhite blood cell 
containing granules (sacs filled with enzymes 
that digest pathogenic n1icroorganisn1s). 
Neutrophils, basophils and eosinophils are 
granulocytes. 
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guanine (G) A nitrogenous base (a purine) that 
occurs in nucleotides of DNA and RNA. 

guide RNA (gRNA) A short, synthetic RNA 
con1posed of a scaffold sequence necessary for 
the binding of the Cas9 enzyme. Guide RNA 
guides the Cas9 e11zyme to DNA target sites 
and the enzyme cuts the DNA in the gene 
editing technique CRIS1:>R-Cas9. 

H 
half-life The ti1ne taken for half a radioactive 

element to decay. The half-life of an element 
ca11 be used to calculate the age of the rock in 
vJhich it is contained. 

heavy chain The polypeptide chain that forms 
the 'stem' of a Y-shaped antibody molecule. 

helperT cell The helperT lymphocytes that 
bind to antigen-MHC II complexes on antigen
presenting cells and activate B lymphocytes 
to secrete antibodies, macrophages to 
phagocytose, and cytotoxic T cells to kill 
infected cells. 

herd immunity A phenomenon in which 
vaccination of a large proportion of a 
population provi.des protection from a 
pathogen to non-immune or non-vaccinated 
individuals. 

heterotroph An organism that must obtain 
nutrients from other organisms. 

heterozygote (adj. heterozygous) A diploid 
individual ,vith different alleles for a particular 
gene. 

histamine An organic compound involved in 
infla1nmatory responses and allergic reactions, 
,vhich causes surface blood vessels to dilate and 
become more permeable to immune cells and 
fluids. Common hay fever symptoms such as 
runny nose and eyes and sneezing are the result 
of histamine action and are aimed at flushing 
out allergens. 

hominid A member of the family I-Iominidae, 
,vhich includes htlfl1ans, chimpanzees, gorillas 
and orangutans. 

Hominidae 1~he taxonomic fa1nily of primates, 
which includes humans, chimpanzees, gorillas 
and ora11gutans. 

hominin A member of the tribe Hominini, 
,vhich includes modern huma11s, extinct 
Homo species and our bipedal ancestors (e.g. 
Australopithecus, Paranthropus and Ardipithecus). 

Hominini The taxonomic tribe that includes 
modern humans, extinct human species and 
our bipedal ancestors (e.g. Australopithecus, 
Paranthropus and Ardipithecus). 

hominoid A men1ber of the superfru11ily 
I-IomiI1oidea, ,vhich includes humans, great 
apes ( orangutans, gorillas, chimpanzees and 
bonobos) and lesser apes (gibbons). 

Hominoidea The taxonomic superfan1ily that 
includes humans, great apes (orangutans, 
gorillas, chin1panzees and bonobos) and lesser 
apes (gibbons). 

Honio The genus of anthropoid mammals of 
,vhich humans (Homo sapiens) are the only 
living species; includes numerous extinct 
species and subspecies, such as Neanderthals 
(H. neanderthalensis), H. erectus, H. ergaster and 
H. habilis. 
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homologous features Features that have a 
common evolutionary origin, vvhich is evident 
in the underlying fundamental similarities in 
their structure. I-iomologous features are found 
in different organisms and may have evolved 
different functions (e.g. a human hand and 
a bat vving) as a result of divergent evolution 
from a common ancestor. DNA sequences or 
proteins can also be homologo11s. 

homozygote (adj. homozygous) A diploid 
individual with t,vo identical alleles at a 
particular genetic locus. 

horizontal gene transfer The transfer of genes 
bet\veen cells, sometimes of different species, 
such as transfer of plasmids between bacteria. 
Contrasts vvith inheritance of genes fron1 parent 
to daughter cell tl1rough cell division (vertical 
gene transfer). 

human leukocyte antigen (HLA) Another 
name for the major histocompatibility complex 
in humans. 

human monoclonal antibody (human 
mAb) A 1nonoclonal antibody that is 
comprised entirely of human molecular 
components. 

humanised monoclonal antibody 
(humanised mAb) A monoclonal antibody 
that is mostly comprised of human 111olecular 
con1ponents. 

humoraJ immunity An immune response 
involving B lymphocytes that produce specific 
antibodies against foreign antigens. 

hybrid The result of mixing, through sexual 
reproduction, t\vo individuals of different 
breeds, varieties, species or genera. 

hybrid inviability A form of postzygotic 
isolation bet\veen different species where 
any fertilised hybrid zygotes do not develop 
properly and do not reach birth/germination. 

hybrid sterility A forn1 of postzygotic isolation 
between different species vvhere hybrid 
offspring that may survive to reproductive 
maturity are incapable of reproducing. 

hybridoma 'fhe product of the fusion of an 
immortal cell line ,vith a B lymphocyte to 
produce an immortal B lymphocyte; used in the 
production of antibodies. 

hydrolytic enzyme An enzyme, found in 
plants, that breaks do,vn the cell \Valls of fungi, 
oomycetes and bacteria and the exoskeletons of 
insects. Such enzymes are produced in greater 
quantities when the plant is under attack. 

hypothesis A possible explanation to a research 
question that can be used to make predictions 
that can often be tested experimentally. 

I 
immortal cell line A cell line that can 

continually undergo division \.Vithout the 
mutations that ,vould normally occur as a cell 
ages, and can therefore be cultured for long 
periods. 

immunogen An antigen that elicits an irm11une 
response . 

immunoglobulin (lg) Alternate name for 
an antibody; a type of protein produced by 
B lymphocytes in an inunune response to the 
presence of a particular antigen, to vvhich the 
inu11w1oglobulin binds. 

immunological memory The ability of 
lymphocytes of the adaptive imn1une systen1 to 
'remember' antigens after primary exposure, 
and to mount a larger and more rapid response 
,vhen exposed to the same antigen again. 

immunotherapy Any treaunent that harnesses 
the immune systen1 of the patie11t to fight 
diseases; for exa1nple, 1nonoclonal antibody 
therapy. 

impression fossil A type of fossil where the 
impression of the external or internal surface of 
the organism is preserved. 

in vitro Occurring in a culture dish, test tube 
or other location outside the living organism 
(compared to 'in vivo', a process taking place in 
a living organism). 

inactivated vaccine A vaccine made fro1n 
an inactivated (killed) for1n of pathogens. 
Inactivation destroys the pathogen's ability 
to replicate, but keeps it ' intact' so it can be 
recognised by the immune syste1n. 

incidence In epidemiology, the rate of 
occurrence of ne,v cases of a medical condition 
in a population over a given tin1e period. 
Incidence data can be used to determine 
the risk of conu·acting a disease in a given 
population. 

independent variable The variable that is 
altered during an experiment to test its effect 011 
another variable (the dependent variable). Also 
called the experimental variable. 

index fossil A fossil that is used to define and 
identify geological periods. 

induced To promote or activate. When a gene is 
induced its transcription is activated. 

induced- fit model A model that states that 
vvhen a substrate binds to the active site of an 
enzyme, a change in shape (or conformational 
change) of the enzyme's active site occurs. 

inducer A molecule that regulates gene 
. 

expression. 

infectious disease A medical condition or 
disease that is caused by pathogens (infectious 
agents) . Infectious diseases are transmissable 
bet\veen hosts. 

inflammation ( or inflammatory 
response) A protective response, triggered 
by dan1aged tissue or invading pathogens, that 
leads to increased blood flow and 1nigration of 
vvhite blood cells to the site of damage/infection. 
It results in heat, pain, swelling, redness and 
loss of function. 

innate immune response An immune 
response that non-specifically and rapidly 
protects against a vvide variety of pathogens 
using innate inunune cells such as leukocytes 
(e.g. phagocytes) and defensive molecules such 
as con1plement proteins. The innate in1mune 
response is triggered ,vhen the physical, 
chemical and n1icrobiological barriers that 
provide resistance to infection are breached. 

innate immunity Immunity that non
specifically protects against a \.Vide variety of 
pathogens. It consists of physical, chemical and 
microbiological barriers that provide resistance 
to infection, and an innate response to infection 
tl1at involves leukocytes such as phagocytes 
and defensive molecules such as comple1nent 
proteins. 

interbreeding The mating of t,vo different 
. 

species. 



interferon A type of cytokine in1portant in 
antiviral immunity. Interferons are produced 
by virus-infected cells to inhibit viral replication 
by resulting in the transcription of antiviral 
genes and the expression of antiviral proteins; 
they have a lesser role in bacterial and parasitic 
immune responses. They regulate the i1nmune 
response in a number of ,vays, such as 
enhancingT ly1nphocyte activity. 

intracellular pathogen A pathogen that 
invades cells and requires a host's cells to 
survive and/or reproduce. 

intron A section of DNA that does not code 
for proteins and is spliced during mRNA 
processing in eukaryotes. 

inverse relationship A mathematical 
relationship in which one variable increases as 
the other decreases. 

irreversible inhibition Enzyme ii1hibition in 
,vhich an inlubitor binds strongly to an enzy1ne 
,vith covalent bonds, permanently reducing or 
stopping the enzyme's ftmction. 

isotope One of r,vo or more aton1s that have 
the san1e atonuc 11u1nber (tl1e san1e number of 
protons) but a different number of neutrons; 
for exan1ple, carbon-12 and carbon-14. 

K 
Krebs cycle A cyclic bioche1nical pathway that 

metabolises acetyl coenzyme A, producing 
carbon d ioxide, ATP, NADH and FADH2• 

The Krebs cycle is one of the tl1ree major 
biochen1ical path,vays that constitute aerobic 
respiration. 

L 
lacZ gene A gene in the lac operon that codes 

for beta galactosidase; used ii1 recombinant 
plasmids for detecting transformed bacteria. 

leaf The branch tip on a phylogenetic tree v,here 
the scientific name of the taxon is. 

leukocyte A ,vhite blood cell; includes 
phagocytes and lymphocytes. 

ligase An enzyme that joins together nvo 
molecules or fragments of molecules. 

ligation The process of joining two fragments of 
DNA using a DNA ligase enzy1ne. 

light chain A short polypeptide chain that 
forms the 'arms' of a Y-shaped antibody 
molecule. 

light-dependent reaction The reactions in 
photosynthesis in ,vhich light captured by 
chlorophyll is used to split ,vater to produce 
oxygen, and ATP and NADPH for use in the 
light-independent reactions. 

light-independent reaction The reactions ii1 
photosynthesis in ,vhich the energy in ATP and 
NADPH from the light-dependent reactions 
is used to fix carbon into carbohydrates. These 
reactions are part of a biochemical path,vay 
called the Calvin cycle. 

light saturation curve A plateau-shaped 
graph of the rate of photosynthesis versus light 
intensity. The point at vvhich the curve plateaus 
is the point at which a further increase in light 
intensity brings about no further increase in 
photosyntl1esis. 

lineage All the species that are descendants of a 
common ancestor. 

linear relationship A mathematical 
relationship in which variables are directly 
proportional to each other and produce a 
straight trend line ,vhen graphed. 

live attenuated vaccine A vaccine that t1ses 
a weakened form of the disease-causing agent 
to stimulate an immune response, but ,~1hich 
doesn't cause disease. 

loaded coenzyme The form of a coenzyme 
that has a proton_, electron or chemical group 
to donate. 

lock-and-key model A model that states that 
an active site of an enzyme and a substrate fit 
together like a key into a lock. 

lymph A colourless fluid that contams vvhite 
blood cells, bathes tissues, and travels tllrough 
the lymphatic system, draining into the 
bloodstrea,n. 

lymphatic system The body system tl1at 
transports inunune cells including antigen
presenting cells tllroughout the body, and is 
where antigen recog1ution by lyn1phocytes 
occurs; iinportant for adaptive iin1nune 
responses in 1narrunals. 

lymphocyte A type of leukocyte involved in 
adaptive in1n1une responses; includes B and 
T lymphocytes. 

lysis The destruction of a cell_, usually by 
rupturing the plasma membrane. 

lysozyme An antibacterial enzyme present 
in body secretions such as saliva and tears. 
It disrupts the bacterial cell ,val!. 

M 
macrophage A type of large white blood cell 

that is responsible for engulfing and digesting 
foreign matter in the body, as vvell as damaged 
cells or the remnants of apoptosis. 

major histocompatibility complex 
(MHC) A con1plex of genes iliat code for 
proteins on the surface of cells that are involved 
in antigen presentation to T ly1nphocytes. 
!vlHC proteins are also kno,vn as hu1nan 
leukocyte antigens. 

malignant tumour A n1ass of cancer cells that 
can invade nearby tissue and spread throughout 
the body through a process of metastasis. 

mast cell An immune cell containing granules 
of histamine. This cell mediates allergic 
responses by bindi11g IgE- allergen complexes 
and releasing histanunes. 

mean The average value of a set of values, 
calculated by dividing the su1n of the values by 
the number of values. 

median The value in the n1iddle of an ordered 
list of values. 

memory B cell B lyn1phocytes activated against 
a specific antigen that ren1ain in the lymphoid 
tissues for a long time, and pernut a faster and 
more effective secondary immune response if 
the san1e antigen is encountered again. 

memory T cell T lymphocytes activated against 
a specific antigen tl1at remain in tl1e lymphoid 
tissues for a long time, and permit a faster and 
more effective secondary in1mune response if 
the same antigen is encountered again. 

meniscus The curved upper surface of hqt1id in 
a tube, caused by st1rface tension. A meniscus 
can be concave (as in \.\rater in a glass tube) or 
convex (as in mercury in a thermometer). 

mesophyll cell A cell that is found "''ithin the 
thin-\valled, loosely packed photosynthetic 
plant tissue that forms n1ost of the interior of 
leaves. 

messenger RNA (mRNA) A type of RNA 
molecule transcribed from DNA in the nucleus, 
"''hich passes into the cytoplasm and binds to a 
ribosome. At the ribosome, mRNA is translated 
into a polypeptide. 

metabolism The total of all chemical processes 
that take place in an organism. 

metastasis The process by ,vhich cancer cells 
break away from the original (or primary) 
tumour, travel tllrough the blood and lymph 
vessels, and form secondary tumours at other 
locations. 

method The specific steps taken to collect data 
during a scientific investigation. Also known as 
the procedure. 

methodology A brief description of the general 
approach taken in a scientific investigation. 
Exrunples of scientific investigation 
methodologies are controlled experiments, 
field,vork, literature revie\.\1s, n1odelling and 
siinulation. 

microbiological barrier A nucrobiological 
agent tl1at is one of tl1e first-line defences of an 
organism's innate iinmune system, such as the 
non-pafuogenic bacteria (microbiota) found 
on tl1e skin and in parts of the digestive and 
excretory systen1s. 

microbiota Microorganisms that colonise 
particular sites; 11ormal nucrobiota do 11ot 
usually cause disease. 

microflora Bacteria and microscopic fungi and 
algae that colonise a particular site. Microflora 
are a subset of microbiota. 

microsatellite A short repeated sequence 
of nucleotides found at a defined locus on a 
chromosome. The nwnber of repeats varies 
benveen individuals and so these are useful in 
DNA profiling. 

mineralisation A process of fossilisation 
in wluch minerals replace the spaces in the 
structures of organisms_, such as bones. 

mineralised fossil Fossil in which minerals 
replace the spaces in tl1e structure of the 
organism such as bone. Minerals may 
eventually replace the entire organism, leaving a 
replica of the original fossil. 

mitochondrion (pl. mitochondria) 
i\n organelle in eukaryotic cells consisting of 
folded membrane structures called cristae. 
It is ,vhere the IZrebs cycle and the electron 
transport chain in aerobic respiration occur. 

mode The value that appears most often in a 
data set. 

mode of transmission The different \Vays an 
infectious agent can be transnutted from its 
natural reservoir to a susceptible host. 

molecular homology A DNA or protein 
molecule (or their precise sequence) shared by 
tv,o species or other taxa because of common 
ancestry. 

monoclonal antibody (mAb) An antibody 
produced by a single clone of B lymphocytes 
grown in culture. The antibodies produced by 
the clone are identical and specific to the same 
antigen. 

monomer A smaller subunit of a larger unit 
(called a polymer); exa,nples include an1ino 
acids and nucleotides. 

monophyletic group A taxonomic group 
containing a common ancestor and all its 
descendants. 
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morphological isolation Genetic isolation that 
results from incon1patibility between physical 
structures, such as reproductive organs. 

Multiregional evolution (continuity) 
model A model used to explain the origins 
of modern humans. rfhis theory proposes 
significant migration of Homo erectus across 
Africa, Asia and Europe for the last 1.8 n1illion 
years. Isolation bet\veen tl1e populations 
resulted in tl1e divergence of biology and 
behaviour, but occasional contact ensured gene 
flo,,v ,,vas n1aintained and led to concurrent 
evolution of all groups into Homo sapi-ens. 

mummified organism A type of fossil in 
,,vhich the organisn1 is fully preserved and n1ay 
include features such as skin, fur and organs. 

mutagen Any substance or condition that 
causes mutation. Some chemicals and radiation 
are common types of mutagens. 

mutation A per1nanent change in a genetic 
sequence, including changes to the nucleotide 
sequence of DNA or chromosomal 
arrangement. Mutations can have a beneficial 
effect, a harmful effect or no effect at all on the 
survival ability of the individual. 

mutation rate The rate at \Vhich genetic 
mutations occur over time. 

myeloma cell Myeloma is a cancer of 
B lymphocytes. Myeloma cells are 
B lymphocytes that proliferate uncontrollably. 

N 
natural active immunity Active immunity 

induced as a result of survival of a natural 
infection. 

natural killer cell ( or NK cell) A type of 
lymphocyte that is involved in the innate 
immune response. NK cells recognise and 
destroy tumour and virus-infected cells. 

natural passive immunity The passive 
transfer of antibodies from mother to fetus 
through the placenta prior to birth, and from 
mother to baby through breastfeeding. 

natural selection A 1nechanisn1 of evolution. 
Phenotypes that are well suited to the 
e11vironn1ent are n1ore likely to survive and 
reproduce and pass their alleles on to the next 
generation. 

neutralisation The binding of neutralisirig 
antibodies to toxins or antigens on the surface 
of pathogens that inhibits their action or ability 
to enter cells. 

neutrophil A type of leukocyte for \Vhich 
phagocytosis is a tnajor role . Neutrophils 
also release defensiris to destroy pathogens 
and cytokiries to recruit and activate other 
leukocytes in response to infection. Neutrophils 
are the most common leukocyte in mammals, 
accounting for 60- 70% of all ,vhite blood cells. 

nicotinamide adenine dinucleotide 
(NAD +) A coenzy1ne that fw1ctions as an 
electron carrier during cellular respiration. 

nicotinamide adenine dinucleotide 
phosphate (NADPH) A coenzyme that 
functions as an electron carrier during 
photosynthesis. 

node The poirit at ,vhich nvo branches irI a 
phylogenetic u·ee diverge (also known as branch 
point). The node represents tl1e last com1non 
ancestor that tl1e t\VO diverging taxa shared. 

non-cellular pathogen A non-cellular, non
living agent that causes disease. Non-cellular 
pathogens include viruses, viroids and prions. 
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non-competitive inhibition A type of enzyn1e 
it1hibition that occurs \vhen an irihibitor binds 
to an enzyme site (an allosteric site) other than 
the active site. Binding to the allosteric site 
either changes the shape (or conformation) 
of the enzyme such that the substrate cannot 
bind to its active site or it prevents a catalytic 
reaction fron1 proceeding even if the substrate 
is bound. 

non-self antigen An antigen tl1at does not 
belong to an organis1n's own cells. 

nucleic acid ~fhe genetic material of all 
organisms (DNA and RNA) that controls 
cellular activities, and is made up of monomer 
units called nucleotides. 

nucleotide A monomer, or buildirig block, of 
the nucleic acids DNA and RNA. Cons.ists of a 
phosphat.e, a sugar and a nitrogenous base. 

0 
observation Closely monitoring something or 

someone. 

oomycete A fungus-like pathogen of plants \Vith 
branching hyphae (haustoria) that penetrates 
living cells and absorb nutrients, or releases 
enzymes that digest cytoplasm into molecules 
that can be absorbed. 

operator region The segment of DNA that is 
the binding site of tl1e transcription factor. 

operon A unit of DNA under the regulation of a 
single promoter that codes for several proteins. 

Out of Africa (replacement) model A model 
to explain the origins of modern humans. This 
model proposes that all living modern humans 
evolved from a single common ancestor in 
Africa about 200 000 years ago and as they 
spread throughout the \Vorld they displaced all 
other human species. 

outgroup A taxonomic group that is closely 
related to the other groups (i11groups) but 
less closely related than any single one of the 
ingroups is to each other. It has a common 
ancestor with the ingroups that is older than the 
common ancestor of the ingroups. It is included 
in phylogenetic trees for comparison to the 
group of interest. 

outliers Readings that lie a long way from other 
results are someti1nes called outliers. Repeating 
readings may be useful in further examining an 
outlier. 

p 
palaeoanthropology A branch of anthropology 

that involves the study of fossil hominins, 
contributing to our kno\vledge of human 
evolution. 

palaeontology rfhe study of ancient life 
preserved as fossils in rocks and ancient 
sediments. 

palindromic sequence A DNA or RNA 
sequence that is the same \Vhen read ti-om 
5' to 3' on one strand and 5' to 3' on the 
complementary strand. 

pandemic An epidemic that has spread over 
several countries or continents, usually affecting 
a large number of people. 

passive immunity The im1nunity provided by 
the transfer of antibodies produced in another 
organism. 

pathogen An organism that can produce disease 
in a11other organism; includes many micro
organisms and parasites. Also kno,vn as an 
infectious agent. 

pathogen-associated molecular pattern 
(PAMP) A specific n1olecule typical of certain 
pathogens fottnd on the surface of their cell \Vall 
or plasma membrane, \¥hich can be recognised 
by receptors fottnd in animal cells and \Vhich 
causes an immune response in the animal. Each 
subsequent infection by the same pathogen 
elicits the same response. 

pattern recognition receptor (PRR) 
A receptor tl1at recognises n1olecular patterns 
com1non to various microbes, allo,¥ing early 
detection of infection and rapid activation of 
the host's itnmune cells. 

PCR see polymerase chain reaction 
peer-reviewed Describes information that 

other scientists have checked and have agreed is 
appropriate for publication. 

peptide A polypeptide tl1at consists of fe,ver 
than 50 amino acids. 

peptide bond A covalent chenucal bond linking 
amino acids in a polypeptide chain. 

period One of several subdivisions of geological 
time enabling cross-referencing of rocks and 
geologic events from place to place. Eons and 
eras are larger subdivisions than periods while 
periods themselves n1ay be divided into epochs. 

personal errors Include mistakes or 
miscalculations. 

phagocyte A cell capable of engulfing 
pathogens or foreign particles to destroy the1n. 

phagocytosis The engulfment of solid materials 
in \.Vhich the plasma men1brane surrounds the 
material, formirig a vacuole (phagosome) and 
allowing the substance into the cell. 

phenolic A protective chemical found in plants; 
examples include tanniris and phytoalexins. 
Phenolics bind to salivary proteins and enzymes 
thereby de-activating them. They cause the 
death. of the pathogen through inadequate 
energy intake. 

phenotype The observable trait; expression of 
a genotype in an individual for a particular 
trait. The dominance of the alleles and the 
envit·onmental conditions influence the 
phenotype of an individual. For exa1nple, 
nutrient availability may influence pigment 
synthesis in flo,ver petals or hair follicles in 
animals. 

phosphate group One of the three basic units 
that n1akes up a nucleotide, and forn1s part of 
the sugar-phosphate backbone of RNA and 
DNA. 

phospholipid An essential component of the 
plasma membrane, comprised of a hydrophilic 
phosphate head and a hydrophobic tatty acid 
tail. 

photorespiration The process in which plants 
absorb oxygen and release carbon dioxide, the 
opposite process to photosynthesis. 

photosynthesis The process used by plants, 
algae and some prokaryotes in \¥hich nutrients 
are produced from carbon dioxide, \Vater and 
light energy. 

phylogenetic tree A diagran1 that represents 
the evolutionary relationships berv.,een different 
species, but does not sho"v evolutionary 
distance. It 1nay be rooted or unrooted. 

phylogeny The evolutionary relationships of 
organisms, usually represented by a branching 
tree diagram (phylogenetic tree). 



phylogram A branching diagram representing 
the evolu tionary relationships bet,veen taxa. 
The branches of a phylogram are scaled 
(i.e. the lengths of the branches represent 
evolutionary distance). 

physical barrier A physical entity that is one of 
tl1e first-line defences of a11 organism's in1n1une 
systen1_, such as skin or bark. 

pigment A substance that absorbs light energy. 

placebo An inactive treatment that provides no 
therapeutic value and is used ,vith a control 
group in an investigation. 

plasma cell An activated B lymphocyte that 
produces large quantities of the sa1ne type of 
antibody. 

plasmid Small, circular pieces of double
stranded DNA found in bacterial cells. 
Plasmids replicate independently of the 
bacteria's chron1osomal DNA and are used in 
genetic engineering for creating recon1binant 
DNA. 

point mutation A type of gene mutation that 
typically only affects a single nucleotide. Types 
of point mutations include substitution and 
fra1neshift mutations. 

poly-A tail A long tail of adenine (A) 
nucleotides (100-250) that is added to the end 
of rnRNA during processing. This increases the 
stability of the mRNA. 

polymerase A group of enzymes that catalyse 
the for1nation of polymers_, in particular 
the for1nation of nucleic acid polymers by 
complementary base pairing with a template 
strand. 

polymerase chain reaction (PCR) 
A laboratory technique used to amplify (make 
millions of copies of) a piece of DNA in a short 
period of ti.1ne. 

polymorphism Genetic variation ,vi.thin a 
population. The least common allele has to 
have a frequency in a population of 1 % or more 
to be considered polymorphism rather than 
mutation. 

polynucleotide A polymer of nucleotides joined 
together through a condensation polymerisation 
reaction. Can refer to DNA or RNA. 

polypeptide chain A polymer of amino 
acids joined by peptide bonds through a 
condensation polymerisation reaction. 

polyploidy A condition in ,vhich every cell of 
an organism has more than nvo sets of each 
chromosome. It is denoted xn, ,vhere x is the 
number of copies of chromosomes, such as 3n 
(triploid) or 6n (hexaploid) ,vheat varieties. 

polytomy A node in a phylogenetic tree that 
indicates three or more lineages evolving from a 
common ancestor. 

portal of entry The n1anner in ,vhich an 
infectious agent enters a host. 

portal of exit The patl1 that a pathogen uses to 
leaves a host. 

postzygotic isolating mechanism A process 
that stops gene flo\.V benveen different 
species by causing reproductive failures after 
fertilisation. Common forms of postzygotic 
isolating mecl1anisn1s are hybrid inviability, 
reduced hybrid viability, hybrid sterility and 
hybrid breakdo,vn. 

precipitation (in imn1wuty) One of the 
n1echanisn1s used by antibodies to interfere 
,vith the function of pathogens; by binding 
to soluble antigens, antibodies cause them 
to become insoluble and precipitate out of 
solution. 

precision Refers to hov., closely a set of 
measurement values agree ,vitl1 each other. 
Precision gives no indication of ho,v close 
the 111easurements are to the true value and is 
therefore a separate consideration to accuracy. 

preserved remains Biological material that 
has remained intact after the death of an 
organism due to conditions tl1at have prevented 
decomposition. 

prevalence In epidenuology, the proportion of 
cases of a medical condition in a population at 
any given time. 

prezygotic isolating mechanism A process 
that stops gene flo\.v benveen different species 
by preventing fertilisation. Co1n1non forms of 
prezygotic isolating mechanisn1 include spatial_, 
ten1poral, ecological, stn1ctural and behavioural 
isolation. 

primary data The measurements or 
observations that you collect during your 
investigation. 

primary immune response The immune 
response to an antigen that has been 
encountered for the first tin1e. 

primary lymphoid organ and tissue A major 
organ or tissue of the lymphatic system: the 
bone marrO\JIJ and the thymus. 

primary source A source that includes first
hand information, such as the results of an 
original experin1ent. 

primary structure The linear sequence of 
amino acids in the polypeptide chain of a 
protein. 

primate A member of the order Primates, ,vhich 
includes humans, great apes (orangutans, 
gorillas, chimpanzees and bonobos)_, lesser apes 
(gibbons), monkeys (Old \XTorld monkeys and 
New World monkeys) and prosimians (lemurs, 
tarsiers and lorises). 

primer A short strand of DNA or RNA that is 
able to bind or anneal to single-stranded DNA 
to create a region ,vhere DNA polymerase can 
join and injtiate DNi\ synthesis. 

principle A principle is usually n1ore specific 
than a theory. See theory. 

prion A sn1all protein particle that, ,vhen its 
shape is altered due to mutation, causes protein 
aggregation and is toxic to neurons. Prions are 
the cause of the spongiform encephalopathy 
diseases BSE in cattle and CJD in hun1ans. 

processed data Data that has been 
mathematically manipulated in some way. 

promoter region An upstrea1n region of a gene 
(a specific DNA sequence) to ,vhich RNA 
polymerase attaches, initiating transcription. 

prosthetic group A non-protein compound 
that is involved in protein structure or function. 
A protein ,vi.th a prostl1etic group is kno,vn as a 
conjugated protein. 

protease inhibitor A chemical produced 
by plants to protect against pathogens and 
herbivores v.,hich blocks the activity of proteases 
used for digestion by the invader. 

protein An organic compound consisting of one 
or n1ore long chains of amino acids connected 
by peptide bonds, and that has a distinct and 
varied three-dimensional structure. 

protein secretory pathway The path\.vay 
taken by proteins from production to secretion 
from the cell. The protein is synthesised a11d 
modified in the endoplasn1ic reticulum, n1ay 
then be modified in the Golgi apparatus., and 
is transported to the plasma n1en1brane inside 
a vesicle.1~he vesicle merges ,vith the plasma 
men1brane and the protein is expelled from the 
cell. 

protein synthesis 1~he production of a protein 
through the processes of gene expression 
v.,hich, in eukaryotes, comprises transcription, 
RNA processing and translation. 

proteome The entire set of protein products of 
the genome. 

proteomics The study of proteo1nes, including 
the structure, function and interactions of 
proteins. 

proton A positively charged subatomic particle 
that forn1s part of the nucleus of an aton1. 

protozoan A unicellular, eukaryotic organism 
that may have multiple stages in a complete life 
cycle and may replicate within the cells of its 
host. 

provisional data Data tl1at is subject to 
rev1s1on. 

purine A nitrogenous base that has a double 
ring structure (e.g. adenine and guanine). Each 
purine base pairs v.1ith a specific pyri1nidine 
base (cytosine, thymine_, uracil). 

pyrimidine A nitrogenous base that has a 
single ring structure (e.g. cytosine, thymine 
and uracil). Each pyrimidine base pairs with a 
specific purine base (adenine and guanine). 

Q 
qualitative data Data collected about 

categorical variables. 

quantitative data Data collected about 
numeric variables. 

quaternary structure T,vo or more 
polypeptide chains joined as a single functional 
protein. 

R 
radioactive Emitting radiation (a form of 

energy from the nucleus of an unstable atom). 

radiometric dating A method of absolute 
dating that is used to calculate the age of rocks 
a11d minerals using radioactive isotopes. 

random coil A polymer conformation with 
the monomers orientated randon1ly. Adjacent 
monomers are bonded together. 

random errors Affect the precision of 
a measurement and are present in all 
measurements except for measurements 
involving counting. Random errors are 
unpredictable variations in the measurement 
process and result in a spread of readings. The 
effect of random errors can be reduced by 
making more or repeated measurements and 
calculating a new mean and/or by refining the 
measurement method or technique. 

random selection A form of sampling in v.rhich 
subjects are randomly selected to participate in 
a study. 

range The d ifference bet,veen the highest and 
lo,vest values in a set of data. 
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raw data The data you record in your logbook. 

reactant A chemical that is used up in a 
biochemical path,vay. Enzyn1es act on reactants 
to form a final product. Also kno,:vn as a 
substrate. 

recognition site The short sequence of DNA 
bases recognised and cut by a restriction 
enzyme; also called a restriction site. 

recombinant DNA DNA that has been 
genetically engineered by joining fragments of 
DNA from r,.vo or more different organisms. 

recombinant DNA technology 1echnology 
that co1nbines DNA molecules fron1 two or 
more sources in cell cultures in the laboratory 
to create a ne,v DNA molecule or genetic 
sequence. 

recombinant plasmid A plasnud containing a 
foreign gene that has been inserted by the use 
of restriction enzymes and DNA ligase. 

reduced hybrid viability A form of 
postzygotic isolation in ,:vhich offspring of 
djfferent species (hybrids) survive to buth or 
germination but do not reach reproductive 
maturity and are therefore incapable of 
reproducing. 

regulatory gene A gene that codes for 
transcription factors (,:vhich in turn control 
gene expression at the transcription stage). 

relative dating A method of dating geological 
deposits based on the relative order of layers 
(strata) and, if present, the fossils ,vithin those 
layers. It is assumed that the deepest layer is the 
oldest and the uppern1ost layer is the youngest. 

repeat trials Collecting multiple data sets by 
performing an experiment again after the initial 
test. 

repeatability The closeness of the agreement 
bet:\:veen the results of successive measurements 
of the sam.e quantity being measured, carried 
out under the same conditions of measurement. 
These conditions include the same 
measurement procedure, the same observer, 
the same measuring instrument used under 
the same conditions, the same location, and 
repetition over a short period of time. 

replication (1) T he mechanism by ,:vhich DNA 
can be copied. (2) Experimentation carried out 
on duplicate sets at the same time. 

reporter gene A gene that allo,vs detection 
of gene expression in genetic engineering. 
Examples are the lacZ gene and genes for 
fluorescent proteins. 

repressed Describes a gene that is inhibited and 
cannot be transcribed. 

repressible operon An operon that is turned 
off by the presence of a particular molecule. 

repressor protein A protein that binds to DNA 
or RNA to inhibit gene expression. 

reproducibility The closeness of the agreement 
bet\,veen the results of 1neasurements of the 
sa1ne quantity being measured, carried out 
under changed conditions of 1neasurement. 
1~hese ilifferent conilitions include a ilifferent 
method of 1neasurement, ilifferent observer, 
different measuring instrw11ent, different 
location, ilifferent conditions of use, and 
different tin1e. 

reproductive success A measure of ho,:v many 
offspring an inilividual produces, reflecting the 
likelihood of their alleles being passed on to the 
next generation. 
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research question A stateme11t that defines 
what is being investigated. 

reservoir The habitat in wluch an infectious 
agent normally reproduces/replicates. 

restriction enzyme A type of enzyme, also 
called an endonuclease, that occurs naturally in 
bacteria and can cut DNA at a particular site 
(a recogmtion site); used in genetic engineering. 

reverse transcriptase A type of polymerase 
enzyme used by retroviruses to copy their RNA 
genome into DNA; used in genetic engineering 
to copy messenger RNA (mRNA) into 
complementary DNA (cDNA). 

reversible inhibition A type of enzyme 
inhibition in ,vhich an iilhibitor binds ,:veakly 
to an enzyme in a te1nporary 1na1111er with 
hydrogen or hydrophobic bonds. 

ribonucleic acid (RNA) A nucleic acid that 
is a single strand made up of a sequence of 
ribose sugars and bases (adenine, cytosine, 
guanine and uracil) linked by phospl1odiester 
bonds. There are three forms: n1essenger RNA 
(mRNA), riboson1al RNA (rRNA) and transfer 
RNA (tRNA). 

ribose A five-carbon sugar molecule found in 
RNA as a component of RNA nucleotides. 

ribosomal RNA (rRNA) A nucleic acid 
synthesised in the nucleolus that forms part of 
a r ibosome. 

ribosome A small non- membrane bound 
organelle, made of RNA and protein. 
Ribosomes are often attached to rough 
endoplasmic reticulum and are the site of 
translation in tl1e process of protein synthesis. 

risk assessment A systematic ,:vay of 
identifying the potential risks associated with 
an activity. 

RNA see ribonucleic acid 
RNA ligase A ligase enzyme that joins together 

fragn1ents of RNA. 
RNA polymerase An enzyme that catalyses the 

synthesis of RNA, using an existing strand of 
DNA as a te1nplate. 

RNA processing The removal of introns 
from the primary transcript produced in 
transcription. The exons are joined to form 
mRNA, ready for translation. This stage of gene 
expression occurs only in eukaryotes. 

root The part of a phylogenetic tree that 
represents the common ancestor of all the taxa 
in the tree. 

rough endoplasmic reticulum (RER) A large 
organelle co1nprised of layers of cisternae ,;vith 
riboso1nes studding the surface. It is the site of 
protein synthesis and 1nodification. 

Rubisco An enzyme involved in the 
photosynthesis and photorespiration pathways 
in plants. 

s 
safety data sheet (SDS) A document that 

contains i1nportant information about the 
possible hazards in using a substance and ho,.v 
the substance should be handled and stored. 

saponin A soap-like compound present in 
plants that breaks do,:vn lipids and that disrupts 
the plasma membranes of potential pathogens. 

saturation point The maximum rate of an 
enzyme-catalysed reaction ,:vhen all active 
sites are occupied and no further rate increase 
can be achieved by increasing substrate 
concentration. 

scientific method The experi1nental approach 
to tl1e study of science that involves formulating 
a hypothesis, designing and peiforming an 
experiment to test the hypothesis, and analysing 
\Vhether the results support or refute the 
hypothesis. 

secondary data Data you have not collected 
yourself. 

secondary immune response 1~he immune 
response to an antigen that has previously 
been encountered and \Vhich elicited a primary 
inlmune response.1~he process activates 
memory cells and so is faster and more effective 
that the primary response. 

secondary lymphoid organ and tissue 
An organ or tissue of the lymphatic system in 
\Vhich an adaptive itnm.une response is initiated: 
the lymph nodes, spleen, tonsils, adenoids and 
appenili.x. 

secondary source A resource tl1at interprets 
prin1ary docu1nents, ,:vritten after the event by a 
person ,:vho ,vas not a ,:vitness to the event. 

secondary structure The folding or coiling 
of the polypeptide chains in proteins due to 
hydrogen bonds. The main forms are the alpha 
helix structure, beta-pleated sheets and ra11dom 
coils. 

secretory protein A protein synthesised for 
export out of the cell. 

secretory vesicle A vesicle that buds from the 
Golgi apparatus and contains material that is to 
be secreted out of the cell by exocytosis. 

selection pressure An enviro11mental factor 
tl1at affects the survival and reproductive 
success of an individual based on their 
phenotype. 

selective breeding rrhe artificial selection of 
inilividuals with desired traits to be interbred. 
Hun1ans selectively breed both plant and 
animal species, creating specific strains or 
breeds. 

self-antigen An organism's own antigen, \Vhich 
is normally tolerated (does not elicit an immune 
response). 

self-tolerance The inability of the adaptive 
im1nune syste1n to respond to self-antigen. 

serum rrhe fluid portion of blood that ren1ains 
after blood cells and 1naterial involved in blood 
clotting have been ren1oved. 

sexual dimorphism T he occurrence of marked 
ilifferences in the physical appearance of males 
and females of the same species (in addition to 
ilifferences in sexual organs). 

sexual selection The difference in the ability 
of inilividuals to acquire mates. Individuals 
that possess the desired characteristic are more 
likely to mate and pass on their desired alleles 
to the next generation. The desired trait is often 
an indication of overall health and fitness and of 
other alleles of high adaptive value. 

short tandem repeat (STR) A region of 
non-coding DNA ,vith 4-6 base pair repeated 
sequences. Used in DNA profiling. 

sister taxa A pair of taxa grouped together in 
a phylogenetic tree (the closest relative of any 
given taxon). 

solar energy 1~he energy from sunlight. 



somatic mutation A mutation that occw·s 
in son1atic, or non-gamete, cells of an 
organism. These types of mutations may 
affect the individual, but cannot be passed 
on to offspring. Cancer is a form of somatic 
mutation. 

speciation "fhe formation of nevv species 
following a lineage splining event. Speciation 
n1ay result from geographic, anatomical, 
physiological or behavioural barriers 
to breeding, leading to divergence over 
evolutionary ti1ne, or may be rapid as a result of 
adaptive radiation. 

species A group of individuals that are able to 
interbreed to produce viable, fertile offspring. 

specificity The ability to recognise and respond 
exclusively to specific antigens. 

spliceosome An enzyn1e that removes the 
inu·ons fro1n the primary transcript to 
create n1RNA during RNA processing (in 
eukaryotes) . 

splicing The removal of introns from the 
primary transcript produced in transcription. 
The exons are joined to forn1 mRNA, ready for 
translation. 

start codon A codo11 that indicates \.Vhere 
translation should begin in messenger RNA 
(mRNA). The most common start codon is 
AUG. 

sticky-end restriction enzyme A type of 
restriction enzyme that makes a staggered cut in 
DNA to leave fragments with overhanging (or 
' sticky') ends. The exposed bases of these sticky 
ends are then able to form complementary base 
pairs v,ith nucleotides of other DNA molecules 
that have been cut with the same restriction 
enzyme. 

stoma (pl. stomata) A pore structure bordered 
by two guard cells found in plants ( often more 
abundant on the underside of leaves) that 
allo\.VS exchange of gases between the outside 
and inside of the leaf. The stomata open to 
allo"v carbon dioxide to enter and oxygen to be 
released, and close to reduce water loss. 

stop codon A codon that indicates where 
transcription should stop in messenger RNA 
(n1RNA). The 1nost common stop codons are 
UAG, UAA and UGA. 

stratigraphy 'The study of the relative positions 
of layers of rock (strata), so1ne of which contain 
fossils. The lovvest stratum is the oldest and 
upper strata are progressively younger. 

stratum (pl. strata) Rock layers. 

stroma (pl. stromata) The fluid matrix part 
of a chloroplast, in ,vhich the light-independent 
reactions occur. 

structural gene A gene that codes for proteins 
and RNA molecules that are not involved in 
gene regulation (e.g. enzymes). 

structural morphology The study of the form 
and structure of organisms. 

subspecies Populations within a species that 
shov,r genetic differences across a geographic 
range. 

substrate A chemical that is used up in a 
biochenlical path\.vay. Enzymes act on substrate 
n1olecules to form a final product. Also kno,;vn 
as a reactant. 

subunit vaccine A vaccine that contains one 
or more antige11s that stimulate an adaptive 
. 
unmune response. 

susceptible host A host organism that does not 
have im1nunity to an infectious agent. 

sympatric speciation The evolution of t,,vo 
new species fro1n an ancestral species that 
occurs when populations that share the same 
geographic range become reproductively 
isolated from each other. Sympatric speciation 
is n1ore cornn1on in plants than in a1limals. 

systematic errors Affect the accuracy of a 
measurement. Systematic errors cause readings 
to differ from the true value by a consistent 
amount each time a measurement is made, 
so that all the readings are shifted in one 
direction from the true value. The accuracy 
of measurements subject to systematic errors 
cannot be improved by repeating those 
measurements. 

T 
T cell see T lymphocyte 
T cell receptor (TCR) A molecule found on 

the surface ofT lymphocytes that is responsible 
for recognising fragments of antigen as 
peptides bound to major histocompatibility 
complex (MHC) proteins. It is made up oft\,vo 
polypeptide chains that have a variable and a 
constant region and only one antigen-binding 
site. 

T lymphocyte ( or T cell) A type of 
lymphocyte that originates in the bone marro\v 
and matures in the thymus, and is responsible 
for cell-mediated inlmune responses. See 
c:ytotoxic T lymphocyte and helper T lymphocyte. 

Taq polymerase A type of heat-resistant DNA 
polymerase that is widely used in PCR. 

target DNA A particular region of a DNA 
molecule that a scientist intends to study or 
manipulate. 

TATA box A name given to a common sequence 
of bases in eukaryotic genes, TATAAA, that 
codes for the promoter region. 

taxon (pl. taxa) A biological group classified 
on the basis of their shared characteristics and 
evolutionary relationships. 

taxonomy The science of the classification of 
organis1ns into hierarchical groupings based on 
their shared characteristics and evolutionary 
relationships. 

template strand A su·and of DNA or 
RNA used as a template for building a 
complementary strand of a precise nucleotide 
sequence. 

temporal isolation Genetic isolation that 
results from the separation of populations by 
timing of activity or breeding cycles. 

terpene A chemical produced by plants that 
is l1ighly toxic to fungi and v.rhich is also toxic 
to many insects. In insects, terpenes 1nimic 
certain horn1ones, causing disruptions to their 
life cycle. Pyrethrins and phytoectysones are 
included in this group. 

tertiary structure The structure in proteins 
created by further folding as a result of bonds 
forming between the R groups of the a11lino 
acids, leading to greater stability than the 
folding in secondary structures. 

theory When, after many experiments, a 
hypothesis has been supported by all the results 
so far, it is referred to as a theory or principle. 

thermodynamics The study of all forms of 
energy exchange . 

thermoluminescence A method of absolute 
dating that is used to date objects that are less 
than 500 000 years old. Thermoluminescence 
uses the intensity of light emitted from a 
mineral when it is heated to determ.ine the 
amount of radiation it has absorbed-the older 
the object, the 1nore light it emits. 

thylakoid lamella (pl. thylakoid 
lamellae) The sheet-like thylakoid membranes 
between the grana in a chloroplast. 

thylakoid membrane A system of 
interconnected membranes inside a chloroplast. 
Thylakoids are the site of light-dependent 
reactions in photosynthesis. 

thymine (T) A nitrogenous base (pyrimidine) 
fot1nd in the nucleotides of DNA. 

toxoid vaccine A type of non-recombinant 
subunit vaccine that uses toxins inactivated 
by formalin to stimulate an adaptive iin1nw1e 
response. 

trace fossil Preserved evidence of an animal's 
activity or behaviour, such as footprints, that 
does not contain parts of the organism. 

trait A particular characteristic or feature of an . 
orgawsm. 

trans face Tl1e side of the Golgi apparatus 
facing the plasma membrane. 

transcription The process by which a base 
sequence in DNA is used to produce a base 
sequence in RNA. 

transcription factor Proteins that control gene 
expression at the transcription stage by binding 
to DNA sequences close to the promoter region 
of a gene or to the RNA polymerase to induce 
or repress the expression of specific genes. 

transfer RNA (tRNA) An RNA molecule that 
brings a specific amino acid to a ribosome so 
it can be joined to other amino acids during 
translation. 

transgene A gene or genetic material that 
has been transferred naturally or by genetic 
engineering tech1liques fro1n one organism to 
a11other. 

transgenic organism A genetically modified 
organism (GMO) that has had a gene fro1n 
another species iI1serted into its genome. 

transitional fossil A fossil that exhibits features 
that are intermediate bet.;veen ancestral and 
descendant groups, indicating a progression 
from one form to another. 

translation The process in \'Vhich the base 
sequence of an mRNA molecule is used 
to produce the amino acid sequence of a 
polypeptide. 

transport vesicle f\ vesicle that buds fron1 the 
rough endoplasmic reticulun1 and contains 
materials that are to be n·ansported to the Golgi 
apparatus. 

triplet A sequence of three nucleotides in DNA 
that carries t11e genetic information for the 
sequence of amino acids in a protein. Each 
triplet usually codes for one amino acid. 

trp operon A group of genes that are 
transcribed together to synthesise tryptophan 
in many bacteria including E. coli. It is a 
repressible operon that is s,;vitched off when 
tryptophan is present in the cell. Also kno,;vn as 
the tryptophan operon. 

GLOSSARY 501 



trp repressor A DNA-binding protein that 
binds to the operator site of the trp operon, 
inhibiting the transcription of the genes in it. 
It is only active ,vhen tryptophan is present as 
a corepressor. 

trpR A regulator gene that codes for the trp 
repressor. 

true value The value, or range of values, 
that would be found if the quantity could be 
measured perfectly. 

tryptophan An amino acid that cannot be made 
by many ani1nals, including humans, but can be 
synthesised by many bacteria, including E.coli. 

tumour An abnor1nal gro\.\,th of cells resulting 
from w1controlled cell division or failure of 
progra1nrned cell death. It may be benign or 
malignant. 

u 
uncertainty The t1ncertainty of the result 

of a measurement reflec--rs the lack of exact 
knovvledge of the value of the quantity being 
meastrred. 

unloaded coenzyme The for1n of a coenzyme 
that is free to accept a proton, electron or 
chemical group. 

uracil (U) A nitrogenous base (purine) found 
in the nucleotides of RNA. It forms a base pair 
with adenine. 
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V 
vaccination The technique of artificially 

inducing an adaptive im1nune response by 
administering (usually by injection) a vaccine 
usually n1ade of altered, ,veakened or killed 
1nicroorganisms, or inactivated forms of toxins 
or antigens. 

vaccine A substance used to induce artificial 
. . . 

active 1mmun11:y. 

validity A measurement is said to be valid 
if it measures what it is supposed to be 
measuring. An experiment is said to be valid if 
it investigates ,vhat it sets out and/or claims to 
investigate. 

variable A factor or condition that can change 
during your experin1ent. 

variable R group A side chain found on an 
amino acid. 

variable region The region of an antibody 
molecule tl1at varies bet\veen different 
antibodies and aUo,vs them to interact with 
different antigens. 

vector (1) In infectious disease: an object or 
organism that transfers a parasite from one host 
to another. (2) In molecular biology: a vehicle 
used to transfer foreign DNA into a cell (e.g. a 
plasmid, virus or liposome). 

vertical gene transfer "fhe transfer of genetic 
n1aterial from parents to offspring. 

vesicle A s1nall organelle consisting of a 
men1brane filled "''ith fluid. Vesicles are often 
involved in transport ,vithin the cell, but may 
have other functions. 

vestigial structure A remnant structure tl1at 
has lost all or most of its original function in an 
organism in the course of evolution. 

viable offspring 1'v1embers of the next 
generation "''ho survive to maturity and are able 
to reproduce successfully. 

viroid An infectious agent of plants that is a type 
of self-cleaving RNA enzyme (or ribozyme); 
composed of short, circular strands of RNA 
that lack a protein coat. 

virulence (adj. virulent) The ability of a 
pathogen to cause disease. 

virus An infectious agent composed of genetic 
material (DNA or RNA) enclosed in a 
protein coat, and son1etimes also a lipoprotein 
envelope; is only able to multiply in a host cell. 

WXYZ 
zoonotic Infectious disease transmitted fron1 

non-human anin1al to hun1an. 
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A 
absolute dating 399, 401, 401- 2 
accessory pigments 212 
accuracy 39, 42 
acquired immunodeficiency syndron1e 

(AIDS) 335, 382 
activation energy 188 
active immunity 305 
active site 186 
adaptations 364 
adaptive iin1nune response 276, 295, 295-304 

active versus passive 305 
and antigen recognition 302 
and cell-mediated immunity 300- 1 
defensive molecules 281- 3 
and hu1noral immunity 295, 296-9, 300 
and imn1unological n1e1nory 295, 303, 305 
nature of 295 
and secondary lymphoid organs and 

tissues 292-3 
adaptive radiation 413 
adaptive value 364, 405 
adenine (A) 101, 132 
adenoids 292 
adenosine diphosphate (ADl~) 190, 210, 215, 

235 
adenosine triphosphate (ATP) 79, 190, 210, 

215, 234,248 
synthase 240 

adjuvants 317 
Africa 4 7 4-6 
African sleeping sickness 111 
agar 158 
agglutination 299 
agriculture 161, 163, 164, 166-8, 225-6 

emerging diseases in 340-1 
ain1 13, 15 
Aleppo boil 331 
algae 244 
alkaloids 275 
allele 138, 362 

frequencies, calculating 362 
frequencies, changing 362-8, 405 
frequency 362 

allergens 264 
allergic reaction 266 
allergic responses 264, 266 
allopatric speciation 408, 408- 13 
allosteric site 199 
alpha helix 87 
alternative splicing 116 
Alzheimer's disease 200 
Amazon rainforest 219 
amine group 84 
anuno acid sequences 425-6 
ru11ino acids 83, 84, 108- 9 
anabolic reactions 82 
anaerobic fermentation 242, 242-6 
analogous features 423 
a11alogous structures 423 
anaphylaxis 264 
animals 

anaerobic fermentation in 242 
bats 346 
birds 24 7, 379, 398, 405, 406, 407, 413, 457 

bonobos 456,458 
bo\verbirds 407 
chemical barriers to infection 274, 275 
chimpanzees 427,456,458 
chromosomes 427 
dinosaurs 398 
energy storage in 248 
evolution 393,405,435, 438, 457 
finches 405,413,441 
genetically modified 164, 167 
gibbons 458 
gorillas 427,456,458 
great apes 456,458 
hippopotamus 426 
horses 346 
mnate m1n1une responses in 276, 277- 80 
iJ.1sulin from 152 
lesser apes 458 
ligers 409 
man1mals 298, 436, 456 
megafauna 431 
nuce 322, 334 
microbiological barriers to mfection 274,276 
n1ountain pygmy possum 366 
musk ox 3 72- 3 
orangutans 427, 456, 458 
owls 406 
physical barriers to infection 274 
primates 456 
ray-finned fish 443 
m research 9, 17, 322-3, 334 
rights of 168 
rock pocket mouse. 367 
selective breeding in 369,371,372 
silver fox 372 
stegosaur 395 
Tasmanian devils 319 
and temperature control 247 
thorny devil 364 
toucan 247 
transgenic mice 320 
~,hales 249, 426 
\Vild, diseases in 340-1 
wild, don1estication of 372- 3 

anneal 134 
antibiotic resistance 374, 375, 376-8 
antibiotic resistant pathogens (super bugs) 337 
antibiotics 337 

bacterial resistance to 374, 375, 376- 8 
improper use 376 
overuse 376 

antibodies 264., 267, 298, 298- 9, 322 
anticodon 112 
antigen presentation 279 
a11tigen-presenting cells (APCs) 267, 297 
antigen variation 269 
antigen-antibody complexes 281, 299 
antigenic drift 378, 379 
antigenic shift 378, 379 
antigens 264,267 

nature of 264, 26 7 
recognition byT lymphocytes 302 
responding to 263-84, 267 
structure of 264 
types of 264, 267 

antimicrobial drugs 337 
antinucrobial resistance 337 

antimicrobials 
unconu·olled use 330, 337-9 

antiparallel 102 
antiseptics 345 
antiserum 305 
Apidima 1 476 
Apidima Cave 476 
appendix 292 
archaelogical 470 
archaic 475 
arthropods 270 
artificial active inununity 308 
artificial passive immunity 305, 307 
artificial selection 369 
Assimilation (partial replacement) model 474, 

475, 476 
Australia 

fossil sites 392, 395, 398,400 
megafauna 431 
school immunisation programs 348 

Australopithecus, genus 468, 473 
before 468 

autographs 210 
autoim1nune diseases 324 

and cancer immunotherapy 324 
monoclonal antibody therapy 325 
n·eatments 324, 326 

B 
B cell receptors (BCRs) 297 
B lymphocytes (B cells) 264, 295, 296, 297, 

298, 300,303 
bacteria 163,212,218, 268,308,337 

changes in genetic con1position 374- 8 
evolution 457 
natural selection 376 
resistance to antibiotics 374, 375, 376-8 

bacterial con1petence 157 
bacterial disease (infections) 

antibiotic treatment 381 
challenges in treating 377-8 

bacterial transformation 148, 148- 62 
bacteriophages 148 
Barre-Sinoussi, Dr Franc;:oise 382 
base 100 
basophils 278 
bats 346 
behavioural isolation 407 
Belyaev, Dimin·i I(. 372 
benign tun1ours 316 
beta-pleated sheets 87 
biochemical pathways 188 see also cellular 

respiration; photosynthesis 
regulation 188- 207 

biodiversity 371 
investigations 31 
reduced 371 

bioethanol 244- 5 
biofuels 243, 243- 5 
bioinformatics 32-3 

databases 31, 32 
biological classification 435- 6 
biological drawings 23-4 
biological fitness 364 
biomacro1nolecules 7 5 
biomass 243 
biomolecules 75, 100 
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Bionic Leaf 218 
biosecurity 343 
bipedal 458, 460, 462, 468 
birds 247,379,398, 405,406, 407,413,457 
bispecific monoclonal a11tibodies (bispecific 

n1Abs) 322 
blood capillaries 291 
blood groups 265, 306 
blood transfusions 265 
blood type antigens 265 
blunt-end restriction 

enzymes 149 
fragments, ligation 152 

body parts, growing 25 
bone marrovv 292 
bonobos 456, 458 
books 16, 17 
booster vaccinations 252 
border closures 381 
border control 343 
bottleneck effect 366 
bovine spongiform encephalopathy (ESE) 336, 

337 
bo\verbirds 407 
branch 437 
Brock, Thon1as 133 
Bt cotton 168 
bubonic p lague 332 
bundle sheath cells 218 
Burnet, Sir Frank Macfarlane 296 
bush tucker 370 

C 
C3 plants 216,217 
C4 plants 216, 217,217-18 
Calvin cycle 216 
CAM plants 216, 218 
cancer 316-17 

and autoimmune diseases 324-6 
immune response to 317 
immunotherapy 317- 23 
treatments 317, 320-3, 326 
vaccines 317,317-19,322 

carbohydrates 76 
carbon 78 
carbon- 14 (14C) dating 401 
carbon dioxide (CO2) 78, 221-2 

levels 221 , 403 
carbon fixation 210 
carboxyl group 84 
carcinogens 316 
case study 8 
cast fossil 396 
catabolic reactions 82 
catalyse 186 
catalysts 82 
catalytic po\ver 186, 187 
catalytic RNA molecules 187 
cell culture 24, 25 
cell-mediated in1munity 295 
cell theory 68 
cells 

the basics about 68-73 
common features 69 
and energy 210- 11 
eukaryotic 68, 69, 71,155,160 
ho\V they 1naintain life 66-253 
in1mune 264 
innate immune 280 
prokaryotic 68,69, 71,155 
size 23-4 
and their composition 67- 98 
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transfor1ning bacterial 157-8 
types 68, 69 
,:vhite blood 264 

cellular energy 
from glucose 234-5 
production 234- 41 

cellular pathogens 268, 268- 70 
cellular processes 12 

investigating 26 
cellular respiration 26, 188, 188- 9, 191, 

233-41, 235 
factors affecting rate of 247-9 
sumn1ary 239, 245 

central tendency measures 45 
cervical cancer 349 
chain of infection 344 
chaperones 106 
character table 437 
chemical barriers 274, 275 
chemicalcodes 19 
chemical energy 210 
chemical groups 190 
chemical safety 18- 19 
chemokines 281 
chimeric monoclonal antibodies ( chimeric 

mAbs) 320 
chimpanzees 427, 456, 458 
chlorophyll 212, 212- 13, 214 
chloroplasts 214, 235 
cholera 339 
chromatography 29 
cis face 90 
cisternae 90 
clade 438, 439 
cladograms 440 
classification and identification 8 
clonal selection 295 

theory 296 
coast banksia 412 
coding strand 115 
codon 108,109 
coenzymes 190 

roles 191 
coexisted 462 
cofactors 190 

effect on protein function 94 
colour-based reactions 29 
Co1nbined DNA Index System (CODIS) 141 
con1mon ancestor 422 
competitive inhibition 198 
complement proteins 281 
complementary base pairing 102 
complementary DNA (cDNA) 133 
compounds 7 4 
concise writing 56 
conclusions 7 
conformational change 187 
conjugated monoclonal antibodies (conjugated 

mAbs) 321 
conjugated protein 89 
constant region 298 
constitutive genes 121 
continuous variables 36 
control group 6, 41 
controlled experin1ent 8 
controlled variables 6 
controls 41 
convergent evolution 423 
corepressor 122 
coronaviruses 380 
correlational study 8 
cotton 161,163, 168 
COVID-19 

·finding a vaccine for 380 
pa11demic 329,381 

crassulacean acid metabolism (CAl\1) 216, 218 
Creutzfeldt-Jakob disease (CJD) 336 
CRISPR-Cas9 163, 163-4, 224-7 
Cro-Magnon 473 
Crohn's disease 324, 325 
crop 

genetically modified 163 
transgenic 161, 168 
yield 225- 6 

cultural evolution 470-3 
culture 470 
cyanobacteria 212 
cyanogenic glycosides 275 
cystic fibrosis (CF) 138, 139 
cytokines 281 
cytoplasm 237 
cytosine (C) 101, 132 
cytosol 90 
cytotoxic 317 
cytotoxic T cells 279, 301 

D 
Dar'v\1in, Charles 413 
data 

analysis 44-53 
collection 35- 7 
missing 50- 1 
numerical, recording 39-40 
presentation 47-51 
primary 35, 42 
processed 35, 40, 49 
provisional 39 
qualitative 36 
quality 39- 41, 42 
quantitative 36, 36-7 
ra,:v 35, 40, 47-8 
secondary 31, 35, 42 
types 37 

databases 
bioinformatics 31, 32 
collating secondary data from 31, 41 

defensins 277 
defensive molecules 281- 3 
degenerate 109 
denature 89, 92, 195 
dendritic cells 278, 318 
deoxyribonucleic acid (DNA) 100, 100- 7, 362 

a1nplification 132, 132- 5 
barcode 145 
and epigenetics 11 7 
and genes 108-10, 121-2 
junk 116 
ladder 136 
ligases 151, 151- 2 
manipulation 132-4 7 
polymerase 132 
primers 134 
profiling 140, 140-4 
role in protein synthesis 11 1-12 
separation 136-7 
sequences 424- 32,436 
sequencing 132 
spacer 109 
and splicing 115 
structure 102 
techniques and applications 131- 76 
thermocycler 134 
and transcription 108, 110, 114-15 

deoxyribose 100 
dependent variable 6 



diagrams 57 
preparing 44- 5 

dieback fungal disease 341 
differentiation 297 
digestive enzyme inhibitors 277 
Dinosaur Cove 398 
dinosaurs 398 
discrete variables 36 
diseases 268, 306, 324-6, 366 

challenges and strategies 315- 52, 377- 85 
containing 381 
emerging and existing 329-44 
factors affecting spread of infectious 330-40 
surveillance and prediction 342-3 

disinfectants 345 
displaced persons 331 
divergent evolution 413, 422 
domestication of animals 3 71, 3 72 
double helix 102, 110 
dra\\1ings, biological 23-4 

E 
Eartl1 

geological ti1ne scale 392, 392- 3 
Ebola virus 340 
ecological isolation 406 
ecological niches 406 
electricity 219 
electron spin resonance (ESR) 402 
electron transport chain 237, 238, 238-40, 241 
elecu·ons 190, 191 
electrophoresis 30 
eleme11ts 7 4 
emerging infectious diseases 329 
endemic 409 
endergonic reactions 210 
endocytosis 90 
endonucleases 148, 148-51 
endoplas1nic reticulu1n 90 
energy 190 

source 248 
storage in animals 248 

environmental change 
and fossils 403 
reduced resistance to 3 71 

environmental selection pressures 364 
enzymatic reactions 28-9 
enzyme-linked immunosorbent assay 

(ELISA) 343 
enzyn1e-substrate 

complexes 186 
interaction models 186- 7 

enzymes 77, 82, 277 
activity, inhibition 198-200 
features 186, 186-8 
and pH 196 
regulation of 195-200 
roles 191 
and substrate concentration 198 

eon 392 
eosinophils 278 
epidemic 330 

1nultiple factors contributing to an 340 
epigenetics 11 7 
epochs 392 
eras 392 
errors 

identifying and reducing 37- 9 
etlucs 7, 17, 160, 168 

approval 17-18 
eukaryotes 69, 70, 120, 456 
evolution 362, 393,394,399,405,435-6,438, 

456-8,460,470-6 
Evolution Canyon 410 
evolutionary trees 434 
exergonic reactions 210 
exocytosis 90, 90-1, 279 
exons 109,110, 115,116,155 
exotic species 341 
experimental conu·ols 6-7 
experimental group 6 
experimentation 8 
extinct giant kangaroo 431 
extinct giant \¥allaby 431 
extracellular pathogens 278 
extravasation 291 

F 
farming practices 
fauna! succession 
feedback inhibition 
fever 283 

326- 7,330 
399 

199 

fibrous proteins 92 
field of vie,1\1 23-4 
fieldwork 8, 18 
finches 405,413,441 
flavin adenine dinucleotide (FAD) 237 
Fleming, AJexander 4, 7 
Florey, Ho,l\lard 4 
flo\¥ charts 57 
food production 326- 7, 330 
footprints 397 
foramen magnum 458, 468 
Fossil Cove 392 
fossil record 392- 404, 394,470 
fossil teetl1 403 
fossilisation 394, 394-5 
fossils 394, 394-404 

dating 399- 402 
inforrnation from 402-3 
1nodern human 459 
types 396- 7 

founder effect 366 
Frazer, Professor Ian 318, 349 
fruit fly 410 
functional genon1ics 370 
fungi 269, 457 

G 
Galapagos Islands 405, 413 
gamete mortality 407 
gan1etes 363 
Gardasil vaccine 318 
gel electrophoresis 132, 136-7, 138 
gene 108 

cloning 152 
and DNA and RNA 108- 10, 120, 121- 2 
editing 163, 163-4 
eukaryotic 105-6 
expression 110, 110- 19 
flow 364, 364-5 
linkage 371 
master regulatory 123 
pool 362 
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