PSYCHOLOGY

VCE UNITS 1 AND 2

SEVENTH EDITION

John GRIVAS

A Wiley Brand



Seventh edition published 2016 by
John Wiley & Sons Australia, Ltd
42 McDougall Street, Milton, Qld 4064

First edition published 1992
Second edition published 1996
Third edition published 2000
Fourth edition published 2005
Fifth edition published 2010
Sixth edition published 2014

Typeset in 10/12 pt ITC Veljovik Std
© J. Grivas 2016
The moral rights of the author have been asserted.

National Library of Australia
Cataloguing-in-publication data

Creator: Grivas, John, author.
Title: Psychology VCE Units 1 & 2 / John Grivas.
Edition: Seventh edition
ISBN: 978 0 7303 2133 0 (paperback).
978 0 7303 2135 4 (eBook).
Notes: Includes index.
Target audience: For secondary school age.
Subjects: Psychology — Study and teaching (Secondary)

Victorian Certificate of Education examination
— study guides.
Dewey number: 150

Reproduction and communication for educational purposes
The Australian Copyright Act 1968 (the Act) allows a maximum
of one chapter or 10% of the pages of this work, whichever is
the greater, to be reproduced and/or communicated by any
educational institution for its educational purposes provided
that the educational institution (or the body that administers it)
has given a remuneration notice to Copyright Agency Limited
(CAL).

Reproduction and communication for other purposes
Except as permitted under the Act (for example, a fair dealing

for the purposes of study, research, criticism or review), no part
of this book may be reproduced, stored in a retrieval system,
communicated or transmitted in any form or by any means
without prior written permission. All inquiries should be made to
the publisher.

Trademarks

Jacaranda, the JacPLUS logo, the learnON, assessON and
studyON logos, Wiley and the Wiley logo, and any related trade
dress are trademarks or registered trademarks of John Wiley

& Sons Inc. and/or its affiliates in the United States, Australia
and in other countries, and may not be used without written
permission. All other trademarks are the property of their
respective owners.

Cover and internal design images: © optimarc/Shutterstock.com;
Edyta Pawlowska/Shutterstock.com; cloki/Shutterstock.com

MNlustrated by various artists, Aptara and Wiley Composition Services
Typeset in India by Aptara

Printed in China by
Printplus Limited

10987654321



Contents

Preface vii
About eBookPLUS  ix
Acknowledgements  x

PSYCHOLOGY —
INTRODUCTION AND
RESEARCH METHODS

CHAPTER 1
Introduction to psychology 2

Defining psychology and its subject matter 3
Scientific nature of psychology 5
Scientific vs non-scientific explanations 6
Classic and contemporary perspectives in
psychology 8
Careers and areas of specialisation in psychology 9
Overview of VCE Psychology 12

Course outline 12

Assessment 12
Chapter summary 13

CHAPTER 2
Research methods in psychology 14

Steps in psychological research 16
Step 1: Identify the research topic 16
Step 2: Formulate the research hypothesis 16
Step 3: Design the research 16
Step 4: Collect the data 17
Step 5: Analyse the data 17
Step 6: Interpret and evaluate the results 18
Step 7: Report the research and findings 19
Research methods 19
Sample and population 20
Research hypothesis 21
Experimental research 23

Advantages and limitations of experimental
research 43

Cross-sectional studies 45
Case studies 46
Observational studies 48
Self-reports 51

Types of data 56
Primary and secondary data 56
Qualitative and quantitative data 56
Organising, presenting and interpreting data 58
Descriptive statistics 59
Inferential statistics 65
Conclusions and generalisations 67
Reliability and validity in research 67
Ethics in psychological research and reporting 69

National Statement on Ethical Conduct in
Human Research 69

Role of ethics committees 70
Australian Privacy Principles 71
Role of the experimenter 72
Use of animals in psychological research 75
Reporting conventions 78
Written report 79
Poster report 80
Chapter summary 85
Chapter test 86

UNIT 1

HOW ARE BEHAVIOUR
AND MENTAL PROCESSES
SHAPED?

CHAPTER 3
Role of the brain in mental
processes and behaviour 94

Complexity of the brain 96

Approaches over time to understanding the
role of the brain 97

Brain versus heart debate 98
Mind-body problem 100
Phrenology 101
First brain experiments 103
Brain ablation experiments 103
Electrical stimulation of the brain 104
Neuroimaging techniques 109
Nervous system: structure and function 113
Organisation of the nervous system 114



115
116

Central nervous system

Peripheral nervous system
Role of the neuron 118

Structure of a neuron 118

Types of neurons 119
Glial cells 121

Astrocytes 121

Microglia 121

Oligodendroglia 121

Schwann cells 121
Structure and function of brain areas 122

Hindbrain 123
Midbrain 124
Forebrain 125

Roles of the cerebral cortex 129
Cerebral hemispheres 129
Hemispheric specialisation 130

Cortical lobes of the cerebral cortex 132
Chapter summary 140

Chapter test 141

CHAPTER 4
Brain plasticity and brain damage 146
Brain development in infancy and adolescence 147
Development of myelin 148
Synaptogenesis and synaptic pruning 148
Frontal lobe development 149
Impact of injury to the cerebral cortex and
adaptive plasticity 151
Impact of injury to the cerebral cortex 152
Brain plasticity 158
Parkinson’s disease 163
Symptoms 163
Diagnosis and treatment 164
Use of animal studies and neuroimaging techniques
to develop understanding of Parkinson’s disease 165

Chapter summary 169
Chapter test 170

CHAPTER 5
The complexity of psychological
development 174

Defining development 175
Areas of development 176
Interaction of different areas of development 177
How psychological development proceeds 178
Continuous versus discontinuous development 178
Sequential nature of development 179
Quantitative and qualitative changes 179
Individual differences in development 180

Interaction of hereditary and environmental factors in
shaping psychological development 181

Nature versus nurture 182

Role of maturation in development 184

iv  Contents

Sensitive and critical periods in psychological
development 187

Sensitive periods 187
Critical periods 188
Twin studies and adoption studies
Twin studies 190
Adoption studies 191
Attachment and emotional development 194

Ainsworth and the Strange Situation
procedure 194

Harlow’s experiments on attachment in
monkeys 202

Development of cognitive abilities
Key principles of Piaget’s theory 206
Piaget’s four stages of cognitive development 209

Psychosocial development 218
Stage 1: Trust versus mistrust (0 to 12-18 months)

Stage 2: Autonomy versus shame or doubt
(12-18 months to 3 years) 220

Stage 3: Initiative versus guilt (3-5 years) 221
Stage 4: Industry versus inferiority (5-12 years)
Stage 5: Identity versus identity confusion
(12-18 years) 223
Stage 6: Intimacy versus isolation
(18-25 years) 224
Stage 7: Generativity versus stagnation
(25-65 years) 225

Stage 8: Integrity versus despair (65+ years)
Chapter summary 228
Chapter test 229

190

206

219

222

226

CHAPTER 6
Atypical psychological
development 232

Approaches to describing normality 234
Socio-cultural approach 234
Functional approach 234
Historical approach 234
Medical approach 234
Statistical approach 234
Situational approach 234
Conceptualisation of normality 235
Typical and atypical behaviours 235
Adaptive and maladaptive behaviours 236
Mental health and mental disorder 236

Mental health as a product of internal and
external factors 240

Categories of mental disorders 243

Labelling someone with a mental
disorder 244

Rosenhan’s (1973) research on labelling 245
Addiction disorders 247

Types of addiction disorders 248

Contributing factors 251

Treatment 253



Anxiety disorders 255
Types of anxiety disorders 256
Contributing factors 257
Treatment 258

Mood disorders 259
Types of mood disorders 260
Contributing factors 262
Treatment 265

Personality disorders 268
Types of personality disorders 268
Contributing factors 269
Treatment 271

Psychotic disorders 272
Key symptoms 273
Types of psychotic disorders 275
Contributing factors 276

The ‘two-hit’ hypothesis as an explanation for the
development of schizophrenia 280

Treatment 280
Chapter summary 284
Chapter test 285

UNIT 2

HOW DO EXTERNAL
FACTORS INFLUENCE
BEHAVIOUR AND MENTAL
PROCESSES?

CHAPTER 7
Sensation and perception 290
Distinction between sensation and

perception 292

Reception, processing and interpretation of
sensory information 292

Reception and receptive fields 292
Transduction 293
Transmission 293
Interpretation 293
Visual perception 294
From eye to brain 295
Visual perception principles 299
Taste perception 320
From mouth to brain 320
Five basic tastes 322
Influences on taste perception 323
Age 323
Genetics 324
Perceptual set — food packaging and appearance 325
Culture 326
Chapter summary 329
Chapter test 330

CHAPTER 8
Distortions of perception 334

Visual illusions 336
Miller-Lyer illusion 337
Ames room illusion 339

Judgment of flavours 341
Perceptual set 342
Colour intensity 343
Texture 343

Synaesthesia 345
Explanations of synaesthesia 346

Chapter summary 348

Chapter test 349

CHAPTER 9
Social cognition 352
Person perception — forming impressions of
other people 354
Impressions from physical appearance 355
Impressions from non-verbal communication 355
Attribution — explaining behaviour 360
The fundamental attribution error 361
Actor—-observer bias 361
Self-serving bias 361
Culture and attribution 362
Attitudes 364
Tri-component model of attitudes 365

Limitations of the tri-component model of
attitudes 368

Attitudes and behaviour 370
Strength of the attitude 370
Accessibility of the attitude 370
Social context of the attitude 370
Perceived control over the behaviour 371
Factors influencing attitude formation 372
Classical conditioning 372
Operant conditioning 373
Social learning 373
Repeated exposure 374
Stereotypes, prejudice and discrimination 376
Stereotypes 376
Prejudice 380
Discrimination 381
Distinguishing between prejudice and discrimination 382
Chapter summary 385
Chapter test 386

CHAPTER 10
Social influences on behaviour

Social influence 392

What is a group? 392

Status and social power within groups 394
Types of social power 394

390

Contents



vi

Influence of status and social power
within groups 396

Zimbardo’s Stanford Prison Experiment 397
Obedience 401

Milgram’s experiments on obedience 402

Factors affecting obedience 404
Conformity 409

Asch’s experiments on conformity 409

Factors affecting conformity 411
Influences on helping behaviour 418

Situational factors 419

Social factors 422

Personal factors 423
Influences on reluctance to help 429

Diffusion of responsibility 429

Audience inhibition 431

Cost-benefit analysis 432

Contents

Bullying 434
What is bullying? 434
Effects of bullying on individuals 437
Sex differences in bullying 438
Causes of bullying 439
Influences of media on behaviour 440
Patterns of media access and use 440
Positive and negative influences 443
Chapter summary 451
Chapter test 452

Answers 457
Glossary 458
References 468
Index 478



Preface

The seventh edition of Psychology for the VCE Student
Units 1 and 2 addresses the VCE Psychology Units 1
and 2 content accredited by VCAA for the period

1 January 2016 to 31 December 2021.

The study design has been comprehensively
revised to incorporate the biopsychosocial approach
as an underlying theme in all units and to give
greater emphasis to practical work and application
of psychological concepts. It contains new content,
modified content and relocated content, as well
as optional content that can be explored through
student-directed investigations. In Units 1 and 2,
teachers have far greater choice and flexibility with
regard to specific content to be covered, the breadth
and depth of coverage, and the number and types
of SACs that need to be satisfactorily completed by
individual students.

The primary goal in preparing this new edition was
to ensure all the compulsory key knowledge and skills
specified in the new study design are thoroughly
covered so that all outcomes can be achieved in
accordance with VCAA requirements. In writing the
text, I have been mindful of the diverse interests and
capabilities of students who undertake Units 1 and 2,
most of whom are studying Psychology for the first
time and most of whom will also study Units 3 and 4
Psychology.

In revising the text to meet the new study design,
I have endeavoured to ensure the text is accessible
to all students, regardless of specific needs, interests,
abilities and sociocultural backgrounds, but without
compromising the required Units 1 and 2 standards.
It was also considered important to ensure the links
between the content and study design specifications
are more explicit than ever before, and that all
content is as interesting and engaging as it can
possibly be.

All learning activities and chapter tests have been
reviewed, revised and enhanced where required.
Their answers have also been clarified or updated
where required. Digital resources continue to be
available through the eBookPLUS (for students) and
eGuidePLUS (for teachers) that accompany and
interface with the text. All digital resources have been

reviewed and included based on a criterion of quality
rather than quantity.

The seventh edition also continues to provide
Units 1 and 2 students with knowledge and skills
that will thoroughly prepare them to successfully
undertake Units 3 and 4 Psychology, particularly
research methods and neurological content. Most of
the learning activities have been successfully trialled
with year 11 students over many years. Teachers of
Psychology continue to make suggestions and these
have been included where appropriate. I hope both
teachers and students continue to enjoy working
with this edition of the text as much as I enjoyed its
preparation.

USING THE BOOK

I have made every effort to ensure this edition
continues to be an all-inclusive textbook that is
suitable for independent student use and from which
students can fulfil all requirements of the study design
without needing to refer to other resources, apart
from resources for their self-directed investigations
on optional topics, the current VCE Psychology Study
Design and the relevant assessment memoranda and
notices in the VCAA Bulletin.

The text systematically and comprehensively
addresses all the areas of study, key knowledge and
key science skills specified in the study design. It
provides a theoretical framework that addresses each
outcome, with a diverse range of everyday examples
and applications to elucidate theories and concepts.
As students work through the text, they will find that
it follows the study design very explicitly both in the
use of terminology and in the sequencing of material.
However, in some instances the order in which
information is presented varies from the study design
in order to maintain a logical learning framework.
This is most apparent in chapter 2, which covers
the key science skills. Some of these skills are also
covered in chapter 1, which outlines the nature and
scope of contemporary psychology.

Although research methods content is primarily
organised in a discrete chapter, it is not intended to
promote the study of all research methods as a ‘block’,
in isolation from relevant psychological contexts. Best
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practice teaching and learning suggests that research
methods should be ‘broken up’ and integrated at
appropriate points throughout the course. For example,
questionnaires and rating scales may be studied in
detail in the context of learning about attitudes as
these self-report techniques are commonly used by
researchers for studies on attitudes.

Each chapter maintains a similar format, as in
the previous editions. Key knowledge and skills are
presented in the central text, which provides a clear
pathway to achieving the outcomes specified in the
study design. Additional high-interest information
or relevant research punctuates each chapter in the
forms of boxes, tables, cartoons, colour photographs,
charts and other graphic material. These features
are intended to complement the central text by
providing a more detailed elucidation or exploration
of aspects of particular topics, and to show the many
different and interesting ways in which psychology
can affect students’ lives. In addition, the text is
rich in suggestions for learning activities, which are
abundantly and strategically located throughout each
chapter. The learning activities support a variety
of relevant and worthwhile ways of learning about
psychology. They also provide suitable opportunities
to challenge students to apply their understanding of
concepts. The popular chapter summary based on a
graphic organiser has been retained.

The end-of-chapter tests have been expanded,
particularly with short-answer questions. These tests

Preface

are like a ‘mini VCE exam’, with multiple-choice and
short-answer questions and a user-friendly marking
guide (in both the student eBookPLUS and the
teacher eGuidePLUS), all of which are based on VCAA
assessment models. The chapter test for the research
methods chapter has retained its section C research
scenario and questions to maintain consistency with the
Units 3 and 4 end-of-year exam. The text also includes
numerous learning activities requiring analysis and
evaluation of research and data. These options also
enable practice for section C type questions.

As in the previous edition, eBook and
eGuide icons throughout the text flag a variety of
options for additional ideas for learning activities,
as well as digital resources that are accessed online
at the JacPLUS website. The eGuide includes a
fully customisable end-of-year exam for Units 1
and 2.

The extended glossary of key terms, which are
identified in bold in the central text, has been
retained. This can be used to reinforce students’
understanding of key knowledge and to assist in their
preparation for tests.

The comprehensive list of references used in
preparing the text is also retained. This provides
numerous examples of APA conventions for
referencing different types of source materials.

John Grivas
September 2015
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How do psychologists research topics of interest?
What ethical principles do they have to follow?
What factors influence how we think, feel and
behave? Why are we alike yet so different from one
another? What role do genetics and our everyday
environment and experiences play? What is the
connection between our brain and behaviour?
How does our brain function? How much of our
brain is active when we do something? Why do
young children view the world in self-centred ways?
How does our thinking change over time? How

do we make sense of what we see or taste? Why

do individuals experience the world differently?
What is normal behaviour? What is abnormal
behaviour? What thoughts, feelings and behaviours
are associated with different types of mental
disorder? How can the presence of others influence
our behaviour? When are we more likely to help
someone in distress? Why do some people bully
others? Why do we hold the attitudes we do? Why
are some people racially prejudiced? What factors
influence how other people perceive us? Questions
such as these will form the basis of your study

of psychology this year. You will also have the
opportunity to ask your own questions and design
investigations to seek answers.

DEFINING PSYCHOLOGY AND
ITS SUBJECT MATTER

The term psychology originates from two Greek words
— psyche, meaning mind, and logos, which loosely
translated means study or knowledge. Psychology was
therefore originally defined as the study of the mind.
Over time, this definition has broadened to include
behaviour. Psychology is now commonly defined as
the scientific study of human thoughts, feelings and
behaviour. This is consistent with the definition used in
the VCE Psychology study design.

The terms thoughts and feelings refer to mental
processes that cannot be directly observed. What you
think about, your choice of words in a conversation,
how you interpret incoming sensory information,
your attitudes towards asylum seekers, what
motivates you to study or party, dreaming, learning,
remembering, being in love, and feeling anxious, sad

or happy are all examples of mental processes. They
are private, internal experiences which cannot be
seen by anyone in the way that we can see actions
such as smiling, hugging and bike riding.

T

FIGURE 1.1 Psychology is the scientific study of
human thoughts, feelings and behaviour.

The term behaviour refers to any action that can
be directly observed. It includes activities such
as walking, talking, laughing, texting, watching
television, interacting with others, and so on. All
these activities involve actions that can be seen as
they occur, unlike mental processes that cannot be
seen as they take place.

Because mental processes cannot be directly
observed, psychologists draw conclusions about them
on the basis of observable behaviour. For example, a
person who is observed chanting anti-war statements
at an anti-war rally may be reasonably assumed

CHAPTER 1 Introduction to psychology 3



to have a negative attitude towards war. Similarly,
rapid eye movements observed in a sleeping person
indicate that they are likely to be dreaming.
Although psychologists distinguish between
behaviour and mental processes, and often study them
separately, in reality, behaviour and mental processes
are closely interrelated and influence each other
continuously. For example, feeling angry about the way
someone has treated you may affect what you think
about the person and the way you behave towards them

when you next meet them. Similarly, thinking you have
not adequately prepared for an exam may cause you
to feel anxious which may result in behaviour such as
sweating, pacing the corridor and talking quickly.
People are the main subject matter of psychology.
However, animals may also be used in psychological
research. This is mainly done when suitable people
are not available for a study of research interest or
when human research participants cannot be used
because of the risk of psychological or physical harm.

l Psychology i

interrelated

Behaviour -

l

Walking, talking, blinking, trembling,
eating, crying, playing

T

Directly observable action

e Mental processes

'

Thinking, feeling, perceiving,
remembering, learning

T

Indirectly observable; private and internal

FIGURE 1.2 Behaviour and mental processes are different but interrelated.

LEARNING ACTIVITY 1.1

Distinguishing between behaviour and mental processes

1 Consider each activity listed in the left-hand column in the table. For each activity, tick (v/) the appropriate column to
indicate whether you think it is a behaviour or a mental process. Give a reason for each answer.

2 Which of the activities were the most difficult to classify as either a behaviour or a mental process? Explain why.

3 Explain the relationship between behaviour and mental processes with reference to one of the activities in the table.

Behaviour Reason

Activity

Whistling aloud

Deciding whether to shoot for a goal or pass to a team mate
Starting to feel excited about going to a party
Looking at yourself in a mirror

Experiencing a toothache

Singing a song ‘in your head’

Experiencing a nosebleed

Worrying about giving a speech

Planning an excuse to get out of a date
Watching a movie alone at home

Posting a photo on Facebook

Adding numbers

Experiencing ‘butterflies in the stomach’
Scratching an itch

Looking at the time on your watch

. Mental process

eBook

Word copy of table
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conflicting information is presented. Research studies
SCIENTIFIC NATURE OF g P

have found evidence that people tend to collect
PSYCHOLOGY

information which supports their beliefs and ignore

Should you change an answer to a question on a evidence which suggests that their beliefs may not be
multiple-choice test? In answering multiple-choice true (Nickerson, 1998; Risen & Gilovich, 2007). This is
questions, many people rely on common sense or called confirmation bias.

what they have heard from others about the accuracy How do psychologists study questions about behaviour
of a first answer. Popular belief suggests that ‘Your and mental processes? They do so in a scientific way.
first instinct is usually right' If you relied on this Scientific research involves using an appropriate research
information, you would never change a test answer, method to collect data (information) relating to a
regardless of how certain you were that your first question, topic or issue of interest, then summarising
answer was incorrect. the data and drawing justifiable conclusions about

it. Importantly, the research is based on scientific
assumptions, attitudes and procedures, and is planned,
conducted and reported in accordance with scientific
standards. This overall approach is commonly referred to
as the scientific method.

If, for example, a psychologist wanted to find out
whether it is true that ‘you can’t judge a book by
its cover’, or, more specifically, whether or not you
can judge someone'’s personality from their physical
appearance, they would conduct scientific research
and collect relevant data in order to test the accuracy
of this adage (common saying).

They might call for volunteer males and females
to be participants in their research study and ask one
half to be photographed, then the other half to look
at the photos and describe the personality of each
person in a photo. The psychologist may then give a
personality test to each person who was photographed
to generate personality profiles which could then
be compared with the descriptions provided by the
research participants.

FIGURE 1.3 You check your answer to a multiple-
choice question and think it may be wrong. Should you
change the answer?

Many students are often surprised at the results
of scientific research studies which have found that
when students change their answers in a test, they
are more likely to change an incorrect answer to
a correct answer than they are to change a correct
answer to an incorrect answer (Kruger, Wirtz &
Miller, 2005).

In everyday life we often use common sense
in trying to understand our own behaviour and
that of others. We draw on our life experiences,
particularly our observations of how we and others
do things, to develop opinions on matters such as
the best way to teach children to read, what causes
phobias, why people bully others, how stress affects
exam performance, what makes people attractive to
others, whether we are born with our personality or
intelligence, and why we dream.

‘Common sense psychology’, whereby people
collect information about behaviour informally
or non-scientifically, often leads to inaccurate
conclusions. There are several possible reasons for
this. For example, the source of the information may

not be dependable, obse.rvatlons may be incorrectly the University of Leipzig in Germany. Wundt (seated) is
interpreted and conclusions may be based on faulty shown with colleagues and an apparatus used for one

or insufficient ‘evidence’ In addition, many people do of his experiments on the speed of mental processes.
not critically evaluate their beliefs and change them if

FIGURE 1.4 The year 1879 marks the beginning of
psychology as a science. This is when Wilhelm Wundt
established the first psychology research laboratory at
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If the descriptions closely matched the profiles Graphology involves interpreting handwriting to

and stood up to statistical tests for checking the judge a person’s personality and identify significant
results, then the psychologist may conclude that issues in their life.
the adage (‘saying’) is incorrect based on the results Palmistry involves examining the lines on the palm
obtained from their research. Alternatively, if the of a person’s hand and using these to describe aspects
descriptions differed considerably from the profiles, of their thoughts, feelings and behaviour, as well as to
the psychologist may conclude that the adage is predict future events in their life.
correct based on the results obtained. Thus, the These kinds of alternative approaches are often
use of scientific method helps ensure that the data called pseudosciences. ‘Pseudo’ is a prefix used to
collected are accurate and reliable and that the indicate that something is fake or falsely imitates
conclusions drawn from the data are justifiable and something else. Consequently, pseudoscience means
can be trusted. fake or false science.

Scientific research, however, is not completely Psychologists and other scientists generally
free from error. Like all people, psychologists who believe that the methods and results, and, therefore,
conduct research can make mistakes or not properly the claims, of pseudoscientists are often inaccurate
control all factors that can influence the results. It is as they are not based on true science. The non-
important therefore in any science that a research scientist is likely to draw inaccurate conclusions

study can be repeated to test the results for accuracy about human thoughts, feelings and behaviours (and
or find out if they can be applied to other people and  other events) because the conclusions are based on

other similar situations. faulty or insufficient evidence resulting from
Replication involves conducting a study again unsystematic study (if any). Similarly, psychologists

to establish whether the results obtained can be and other scientists also hold a view that common

reproduced, and are therefore reliable and able sense, faith or personal beliefs cannot be used as the

to be applied to other people across a range of sole basis of explaining human thoughts, feelings

situations and settings. For example, replicating the and behaviour, or determining whether or not

study on personality and physical appearance using something is true.

participants and observers from a different age group,
cultural background, sex and so on may provide
similar results to the original study, thus reinforcing
the finding.

Alternatively, if replication of the study using
participants with different backgrounds produces
different results from those obtained in the original
study, the conclusion made about personality and
appearance may need to be refined so that it is
applied only to the actual participants in the study
and the larger group from which they were selected.

SCIENTIFIC VS NON-SCIENTIFIC
EXPLANATIONS

There are many ways of explaining human thoughts,
feelings and behaviour that are not based on science.
Some of these approaches claim to be scientific

but are not. Some have scientific-sounding names
and use very elaborate systems to explain how we
think, feel or behave. Consequently, they seem to
be based on science. Among these non-scientific
explanations are astrology, numerology, graphology
and palmistry.

Astrology describes the belief that the movement
and positions of the stars and planets influences a
person’s personality, moods, behaviour, events in
their life and so on.

Numerology involves examining significant numbers
in a person’s life, such as birth date, house address or
phone number, to predict future events or describe
influences on their life.

6 PSYCHOLOGY — INTRODUCTION What is the nature of psychology as a science?



Scientists versus non-scientists: some key differences

Develops hypotheses (‘predictions’) that can be tested through empirical research

Uses research procedures that minimise the influence of personal biases

Relies on systematic data collection

Considers the effects of sample size in obtaining reliable data

Assesses claims on the basis of supporting evidence or reasons

Openly considers other interpretations of results obtained

Reports to others how ideas were obtained, how they were tested and what the

results were

Replicates studies to test results or apply results to different situations

Identifies and defines what is being studied in clear, precise, concrete, testable,

measurable terms

Challenges existing beliefs

Does not fully accept a conclusion unless there is supportive evidence
Looks for and considers evidence that contradicts own findings or beliefs

Does not withhold information that does not support the claims made

Seeks criticism from others with expertise in the area

Avoids emotional reasoning and relies on logic

NN N N N NN
X X X X X X X

NN
x X

SN S SN SN SN N
X X X X X X

How scientific is astrology?

Astrology is a system for explaining and predicting how
we think, feel and behave on the basis of the positions of
the planets and the stars at the time of a person’s birth. It
uses scientific-looking astronomical charts and technical
terms and is often confused with the real science of
astronomy.

Astrology has been practised in different cultures for
many centuries, with astrological beliefs going back at
least 2500 years. In more recent times, particularly given
the regular inclusion of horoscopes in the print media,
the public’s exposure to astrology and astrological
predictions has increased. Astrology and its horoscopes
currently enjoy wide appeal and many people read their
horoscopes, even if they don’t believe them or take
them seriously.

Psychologists have conducted numerous scientific
research studies to test astrology. These studies have
repeatedly found that astrology is non-scientific and
lacking in valid evidence to support its claims.

Statements in horoscopes are usually vague (such
as ‘mistakes could cost you time and money’, ‘you
can only discuss plans or argue points so much’
and ‘if you’re patient you should be able to achieve

a great deal’) and highly applicable to most people,
irrespective of their birth sign, as evident in the
statements in figure 1.5 on page 8.

Furthermore, systematic procedures used by
psychologists to check astrological predictions have
repeatedly found that the predictions are usually wrong.
The small percentage found to be correct tend to be
very general; for example, statements such as ‘you will
meet someone new in the next 12 months’ and ‘there will
be a political crisis in Australia during this year’. These
statements describe events that are more likely to happen
than not happen under the ordinary circumstances of
everyday life.

Studies have also found that many astrological
descriptions of personality and behaviour tend to be made
up of desirable, flattering statements. This increases the
tendency to accept the description because people are
less likely to accept negative and undesirable statements
about themselves, such as ‘you are insensitive, uncaring,
unfriendly and hard to get along with’.

Our willingness to accept the descriptions of ourselves
made by astrologers, palm readers, tarot card readers
and the like has been called the Barnum effect, named
after the American circus showman Phineas T. Barnum

(continued)
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(continued from previous page)

(1810-91), whose success and fame was reportedly built
around the principle ‘Always have a little something for
everybody’. The Barnum effect is the tendency to believe

s

SIS
wnth Katinka de Strunker

Lb Aquarius
(Jan. 20—-Feb. 18)
PIans with a colleague, friend or
family member may become more
involved as complications arise.
Extra commitments may prove more
expensive than you initially thought.

Pisces

- (Feb. 19-Mar. 20)
A relationship may change
significantly, causing you to relate
differently to that person. A friend may
need extra attention, so spend quality
time with them. Make sure to leave the
communication channels open.

. 6 Aries

V (Mar: 21-Apr: 19)
Mars is yet to transect your sector,
S0 be prepared — obstructions may
come your way. The determination
of the ram will push you through any
problems you encounter, but take care
not to tread on other people’s toes,
particularly your partner’s!

5 .. Taurus
e (Apr. 20-May 20)

Beware your bullheadedness, Taurus!
Flexibility and openness are needed
when problems arise, especially when
they involve work colleagues or friends.
Atrip later in the month may see you in
contact with family members or friends
you haven't seen for some time.

4, Gemini

Sy (May 21-June 20)
Unexpected complications on the home
or work front require ingenuity and
discretion. Be prepared for challenges.
There may be an unexpected boost in
your income, but take care, as extra
funds will be needed towards the end
of the year.

. Cancer

(June 21-July 22)
Something important is about to
happen to you or to a family member.
Be open with your partner to encourage
good communication. Working with
your mate to achieve a common goal
will strengthen your bond.

FIGURE 1.5 An example of a horoscope

that a personality description or a prediction about
the future is accurate if it is stated in a vague or very

general way.

K - Leo

*3* (July 23-Aug. 22)
Someone close to you may be going
through a rough patch. This will
require all of your diplomatic skills,
Leo! Beware of impulsive spending,
as unexpected outlays may dent
your savings.

Virgo

(Aug. 23-Sept. 22)
A short trip or visit from a friend
or family member will happen in
the near future. You may pursue
a course of study in a subject
you've always been interested
in. A new direction at work
will bring fresh challenges and
excitement.

A%, Libra

o~ (Sept. 23-0ct. 22)

Your mate will add sparkle to
your relationship with a romantic
interlude or surprise, injecting
passion into your relationship.
Planning for the future will

see your hearts and souls aligned.

£== Scorpio

= (Oct. 23-Nov. 21)

The budget may be strained by recent
large outlays, so the opportunity to
make extra money will be welcome. A
statement of confidence that will come
through a work colleague or reference
will thrill you.

= Sagittarius
~\ 7 (Nov. 22-Dec. 21)
Your creativeness will be put to
good use when you redecorate your
home or work space, creating a
pleasant and happy place to be. Music
may also feature this month. This will
be a passionate time for Sagittarians!
Capricorn

Rﬂ' (Dec. 22-Jan. 19)

Passion is in the air for you, Capricorn!
A romantic interlude with your mate
will inject sizzle into your relationship.
Singles, a sudden call or invitation to
a fun social outing may have happy
results when a charming new person
enters your life.

eGuide

Practical activity — how
scientific is astrology?

LEARNING ACTIVITY 1.2

Is ‘common sense’ good psychology?

Psychologists using scientific research have studied the
accuracy of each of the statements below. On the basis of
‘common sense’, decide whether each statement is true

or false.

1 A fully qualified hypnotist can hypnotise anybody.

2 Most brain activity stops during sleep.

3 Out of the 7.5 billion or so people on Earth, there is
probably someone else who is exactly like you.

4 People with schizophrenia have two or more distinct

personalities.

5 Having someone read study material to you while you
are asleep results in better recall of the material when

you awaken.

6 In an emergency, your chances of getting help from
someone increases as the number of bystanders

increases.

7 You can tell quite accurately what emotion a person
is experiencing by observing the expression on

their face.

8 Most people have one psychic ability.
9 You can’t fool a lie detector.
10 Only humans are capable of self-recognition when
looking at their reflection in a mirror.
Go to page 457 of this book for the answers.

CLASSIC AND CONTEMPORARY
PERSPECTIVES IN PSYCHOLOGY

Throughout the history of psychology there have

been different perspectives, or ‘viewpoints’, on
how to best study, describe and explain human
behaviour and mental processes. Some of the more

8

prominent perspectives and what they focused on or

emphasised are:

e Structuralism (late 1800s) — the structure of
human consciousness (‘awareness’), particularly
the basic parts or building blocks that make up
consciousness, how the parts are organised and
how they are interrelated

PSYCHOLOGY — INTRODUCTION What is the nature of psychology as a science?



o Psychoanalysis/Psychodynami.c (early 1900s to CAREERS AND AREAS
present) — the roles of conflicts, childhood OF SPECIALISATION IN

memories, drives and motives existing beneath the
level of conscious awareness PSYCHOLOGY
e Gestalt (early 1900s to 1950s) — the importance of
the whole experience of a person rather than the
individual parts

e Behaviourism (early 1900s to 1960s) — how
observable behaviour is learned and changed

by experience, particularly rewards and

punishments
e Humanism (1950s to present) — the uniqueness

of individuals and their positive potential to fulfil

their lives
e Biological (1950s to present) — bodily structures

and processes underlying thoughts, feelings

and behaviour
e Cognitive (1950s to present) — how we acquire,

process, remember and use information about

ourselves and the world

e Socio-cultural (1960s to present) — social and
cultural influences on thoughts, feelings and
behaviour.

The biopsychosocial approach, which emerged in the
late 1970s, is probably the most widely adopted
perspective in contemporary psychology. Its viewpoint
is that human behaviour and mental processes originate,

The study of psychology can lead to opportunities

in a range of careers that involve working with
individuals, couples, families, large groups,
organisations or even communities. For example,
opportunities exist in industry, community mental
health services, within government departments in
the public service, in schools, courts, prisons, the
defence forces, emergency services, with sports teams
or in a university as a lecturer and/or researcher.

Some psychologists work by themselves; for example,
in a private practice. Others choose to work as part of a
team in a bigger organisation. What a psychologist does
on a daily basis depends on their area of specialisation,
as is the case with doctors who specialise in an area such
as psychiatry, surgery or dermatology. Many apply their
expertise in a combination of work settings.

The Psychology Board of Australia (2016a) has
identified the following specialist areas of psychology
for registered psychologists.

Clinical neuropsychology: assessment and
treatment of changes in behaviour and mental
abilities that may arise from

. ) : i i iti eBook
develop and function due to the complex interaction of 1'or;11)n 'darfnaget'or ?rfregularmels
biological, psychological and social factors. This :in rtaHL ugc ton; ort exla;lmp e eLessons
approach is used in VCE Psychology and therefore ue to head mjury, Stroxe, Video interview with
disease or drug abuse clinical psychologist

throughout this text. Elizabeth Cosgrave

eles-0235, eles-0418
-

\‘h. -

FIGURE 1.6 The discipline of psychology since its early establishment has moved its perspective from a study of the
structure of consciousness under Wilhelm Wundt to one that focuses on the interaction of biological, psychological
and social factors in influencing how we think, feel and behave.
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Clinical psychology: assessment, diagnosis, and
treatment of mental health problems and disorders
across the lifespan

Community psychology: assisting communities in
developing programs to improve the wellbeing of all
their members, such as addressing homelessness and
supporting bushfire recovery

Counselling psychology: assisting people of all ages
to deal effectively with personal and relationship
problems that impact on their mental health and
wellbeing. Problems tend to be less serious than those
dealt with by clinical psychologists (for example, not
life-threatening).

Educational and developmental psychology: assessment,
intervention and counselling services for learning
and development problems arising at any time in the
lifespan

Forensic psychology: applying expertise in legal and
justice settings

Health psychology: assisting individuals, groups
and communities to promote positive mental health
behaviours and minimise harmful health behaviours

Organisational psychology: assisting organisations such
as private companies and government departments to
become more effective and productive in one or more
areas while promoting employee wellbeing

Sport and exercise psychology:
assisting elite-level, professional
and recreational athletes to
enhance performance, personal
development and wellbeing
from participation in sport and
exercise.

eBook

eLessons

Video interview

with sport and
exercise psychologist
Dr Sean Richardson

eles-0241, eles-0420

There are also specialist areas of psychology which
tend to be more focused on research or working with
psychology students rather than working directly with

clients. These include:

Academic psychology: planning and conducting
research in areas of interest, often combining with
lecturing of undergraduate psychology students and
supervising students’ research projects

Biological psychology: studies bodily structures,
systems and activities associated with behaviour and

mental processes

Cognitive psychology: studies how people acquire,
process and use information; for example, how we
perceive, learn, remember, think and use language

Developmental psychology: studies development
of behaviour and mental processes across the

lifespan

Environmental psychology: studies how people affect
and are affected by the physical environment

Personality psychology: studies people’s
characteristic ways of thinking, feeling and
behaving that collectively make up personality;

for example, components
of personality, factors
influencing personality
development

Social psychology: studies
how people’s thoughts,
feelings and behaviour can
change in different social
situations and through
exposure to different social

eBook

Weblinks

e Psychology Board
of Australia:
descriptions of
specialist areas

e APS: descriptions
of different types
of psychology

influences.

FIGURE 1.7 There are many
different areas of specialisation
within psychology. These include
(@) sport and exercise psychology,
(b) educational and development
psychology, (c) clinical psychology
and (d) academic psychology.
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What is the difference between a
psychologist and a psychiatrist?

A person can work as a psychologist or use the title
‘psychologist’ if they are registered as a psychologist by
the Psychology Board of Australia. Registration helps
ensure that people have the required qualifications and
skills to provide psychological services safely (Psychology
Board of Australia, 2016b).

Generally, the minimum education and training
requirement for registration is a six-year full-time
sequence of study in psychology (or part-time
equivalent). The six years must include an approved
four-year psychology course (such as a Bachelor of Arts
or Bachelor of Science at a university with Honours in
psychology) followed by two years of supervised practice
as a Provisional Psychologist.

A psychiatrist is a qualified medical doctor who has
obtained additional qualifications to become a specialist
in the diagnosis, treatment and prevention of mental
disorders. In all, this involves at least 13 years of study in
medicine, surgery and psychiatry (Royal Australian & New
Zealand College of Psychiatrists, 2015).

Having qualified as a medical doctor, a psychiatrist is
able to provide a wider range of treatment. In addition to
psychotherapy (‘talking treatments’), a psychiatrist can
perform medical procedures and prescribe medications to
treat symptoms of mental illnesses such as schizophrenia
and depression. Because psychologists are not trained
or qualified to perform medical procedures or prescribe
medications, they rely on psychotherapy and other
strategies to assist their clients.

As psychiatrists are qualified
medical specialists, Medicare
reimburses (rebates) part or all
of their fee for a consultation,
depending on how much is
charged for the consultation.
Medicare also reimburses the
fees of registered psychologists,
but not necessarily the entire fee
and only those psychologists
who are endorsed by Medicare
and if the client has been .
referred by a GP, psychiatrist or
paediatrician.

eBook

Weblinks
Additional information
about psychologist and
psychiatrist qualifications:
e Psychology Board of
Australia
e Royal Australian & New
Zealand College of
Psychiatrists
Australian
Psychological Society
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FIGURE 1.8 (a) Unlike psychologists, psychiatrists are medically qualified and can prescribe medications such
as Prozac, which is commonly used to treat patients suffering from severe depression. If the antidepressant
medication is ineffective, the psychiatrist may perform a medical procedure such as electroconvulsive therapy
(ECT). (b) During ECT, the patient is given a short-acting anaesthetic and muscle relaxant before a series of
half-second electric shocks are delivered to the brain to trigger a mild seizure. The patient is asleep during the
procedure and awakes several minutes after it is completed.
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BOX 1.4

The Australian Psychological Society

The Australian Psychological Society (APS) is a

national organisation that represents, advances and
promotes the interests of the psychology profession and
psychologists. It was first formed in 1944 and currently
has over 21 000 members. Membership of the APS

is not compulsory, but it is highly regarded and often
required by employers.

There are different categories of APS membership.
Generally, to become a full member of the APS it is
necessary to have completed a six-year sequence
of study in psychology. The six years must cover
an approved four-year course of full-time study in
psychology at a university, as well as either a two-year
or more approved post-graduate coursework degree,
such as a Graduate Diploma in Psychology, or a two-
year post-graduate research degree in psychology such
as a Masters or PhD. It is possible to join the APS as
a student while gaining qualifications. However, full

OVERVIEW OF VCE
PSYCHOLOGY

VCE Psychology is made up of four units, each
with different content. Units 1 and 2 can be studied
in any order and are not prerequisites for Units 3
or 4.

As a science study, there is an emphasis on
the development of key science skills in all four
units. These skills are described on pages 11-12
of the Psychology Study Design and covered in
chapter 2.

There are three areas of study in each unit. These
are described in a way that reflects the inquiry nature
of VCE Psychology.

Course outline

The Units 1 and 2 areas of study are:

Unit 1: How are behaviour and mental processes
shaped?

Area of Study 1 How does the brain function?

e Role of the brain in mental processes and behaviour
e Brain plasticity and brain damage

Area of Study 2 What influences psychological
development?

e The complexity of psychological development
e Atypical psychological development

Area of Study 3 Student-divected vesearch investigation

e Collect secondary data to investigate a question
related to brain function and/or psychological
development. The question may be from a list of
options in the study design or one of your own
developed in conjunction with your teacher.

membership is not granted to individuals who are not
fully qualified. Secondary school teachers of psychology
may also join as a Teacher Affiliate.

Psychologists who are members of the APS can be
recognised by the letters MAPS (Member of the APS),
FAPS (Fellow of the APS) or Hon FAPS (Honorary Fellow
of the APS) after their names.

All members of the APS are required to observe the
society’s Code of Ethics. The code describes ethical
standards and guidelines for the professional conduct of
psychologists in order to safeguard the welfare of anyone
who uses psychological services or are participants
in research.

eBook
Weblink
Australian APS homepage
Psychological
Society

Unit 2: How do external factors

influence behaviour and mental

processes?

Area of Study 1 What influences a person’s perception of
the world?

e Sensation and perception

e Distortions of perception

Area of Study 2 How are people influenced to behave in
particular ways?

e Social cognition

e Social influences on behaviour

Area of Study 3 Student-directed practical investigation

e Design and conduct your own investigation to
collect primary data related to external influences
on behaviour.

Assessment

Each unit has a set of three learning outcomes, one
for each area of study, that students are required
to achieve in order to satisfactorily complete

the unit.

All assessments for Units 1 and 2 are school-based
using a variety of assessment tasks. The study design
has a list of assessment tasks from which the teacher
may select.

The assessment tasks available for Outcomes 1
and 2 are:

e a report of a practical activity involving the
collection of primary data

e a research investigation involving the collection of
secondary data

e a brain structure modelling activity (Unit 1 only)

e alogbook of practical activities

PSYCHOLOGY — INTRODUCTION What is the nature of psychology as a science?



analysis of data/results including generalisations/
conclusions

media analysis/response

problem solving involving psychological concepts,
skills and/or issues

a test comprising multiple choice and/or short
answer and/or extended response

reflective learning journal/blog related to selected
activities or in response to an issue.

CHAPTER SUMMARY

A report of the student-directed investigation is
required for Outcome 3 in both Units 1 and 2.
The student’s level of
achievement (e.g. grade) for

each unit is determined by eBook

the school but this is not Weblink
reported to the Victorian VCE Psychology
Curriculum Assessment study design

Authority (VCAA).

Defining psychology and its subject matter

Scientific nature of psychology

Scientific vs non-scientific explanations

INTRODUCTION TO

PSYCHOLOGY

Classic and contemporary perspectives in psychology

Careers and areas of specialisation in psychology

Course outline

Overview of VCE Psychology

Assessment
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The development of key science skills is a core
component of the study of VCE Psychology and
applies across Units 1 to 4 in all areas of study.
These skills are applied when planning and
conducting your own research, as well as when
analysing or evaluating the research of others
(VCE Psychology study design 2016, p. 11). All
skills are evident in the different research methods
commonly used by psychologists.

A research method is a particular way of conducting
a research study (‘investigation’) to collect accurate
and reliable data on a topic of interest. For example,
experiments and self-reports are different types of
research methods.

In an experiment, the researcher manipulates
and controls a research participant’s experiences in
some way to find out whether this causes a particular
response. For example, a researcher may conduct
an experiment to find out whether learning a list
of previously unseen words by repeating the words
and their definitions aloud three times improves
performance on a test of those words. This could
be compared with learning the words and their
definitions by writing them down three times.

For some research topics, the most appropriate way
of collecting data may be to ask participants about their
thoughts, feelings or behaviour. This is when a self-
report method such as a questionnaire or interview
could be used. For example, participants may be asked
questions about their attitudes towards school and
the reasons for their attendance and absences. The
questions may be presented in a questionnaire for which
participants respond to a written set of questions, or by
interviewing participants and recording their verbal
answers in writing or electronically.

In some cases it is appropriate to use a combination
of research methods to collect data. For example, a
researcher conducting an experiment on different
learning techniques used by students when studying
for an exam may also interview the students to find
out what motivates them to study for an exam, when
they study and how much time they spend.

These are just some of the many research methods
available to psychologists. Other methods include cross-
sectional studies, case studies and observational studies.

In this chapter we examine the research methods
and key science research skills prescribed in VCE
Psychology. We start with an overview of the
steps involved in conducting scientific research in

psychology.

FIGURE 2.1 Experiments in psychology can be
conducted in both laboratory and field settings. (a) In a
laboratory setting, social behaviour may be observed

in a controlled situation established by the researcher.
(b) In a field setting, social behaviour may be observed
in a real-world situation such as a bar, but less control of
conditions is possible.
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STEPS IN PSYCHOLOGICAL
RESEARCH

Most of what psychologists know about behaviour
and mental processes is based on empirical evidence.
Empirical evidence is data collected through systematic
observations and/or carefully controlled experiments.
This type of evidence allows psychologists to draw
accurate conclusions which are more likely to be
valid and free from personal biases, as compared to
our ‘common sense’ conclusions based on everyday
observations of behaviour.

Because psychological research involves the
collection of empirical evidence using scientific
attitudes and practices, it is often called empirical
research. Generally, a systematic step-by-step
procedure is followed. There are variations of the steps
and they do not guarantee that accurate and justifiable
conclusions will be reached. However, the steps ensure
empirical evidence is collected and minimise the
chance for bias, errors, faulty conclusions and results
that cannot be tested through replication.

Step 1: Identify the research

tOpIC

The first step in conducting psychological research

is to identify the topic, question or issue of

research interest. For example, a researcher might

be interested in ways of reducing the number of

accidents caused by red P-plate drivers. To do this,

they may conduct a literature review. This involves
searching major psychological journals to find and
review published reports of research that have already
been conducted on this topic. For example, they

may consider research that has been conducted on

defensive driving programs such as the Smith System.
The Smith System involves five rules to train the

eyes to identify what is important when driving.

As shown in figure 2.3, the rules are:

1. Aim your vision high (to steer accurately
and anticipate problems).

2. Keep your eyes moving (avoid staring
and stay alert).

3. Look at the total driving picture (don't
focus your eyes on one area of the road).

4. Leave yourself a ‘way out’.

5. Look for a position on the road that
ensures other drivers can see you.
Conducting a literature review enables

the researcher to become more familiar

with their topic of research interest. It
also enables them to refine their ideas and
propose a relevant research question that
will be the aim and therefore the focus of
their research; for example, ‘Does training
red P-plate drivers with the Smith System
help to reduce the number of accidents
they cause?”’

16

Step 2: Formulate the research
hypothesis

When the topic has been identified and refined, the next
step is to formulate a hypothesis for the research. This is
essentially a thoughtful prediction about the results that
will be obtained when the hypothesis is tested.

An example of a research hypothesis for the driver
study is ‘Red P-plate drivers who receive defensive
driving training will make fewer driving errors than red
P-plate drivers who have not received defensive driving
training

The research hypothesis must be testable and
written as a very specific statement. The testability of
the hypothesis for the Smith System study is reflected
by the way in which it is stated. For example, ‘number
of accidents’ is defined more specifically as ‘driving
errors’ and driving errors will be measured through a
practical driving test in a driving simulator. There are
several other important characteristics of a research
hypothesis. These are described on pages 21-2.

Step 3: Design the research

The third step is to select the research method(s) and
design the most appropriate procedures to collect the
data required to test the hypothesis (but this is also
considered when the hypothesis is being formulated).
Generally this involves selecting a specific research
method (such as a particular type of experiment) and
determining the procedures that will be used.

When designing the research, the researcher
must consider the hypothesis, decide which
participants will be studied, how many there will be,
and how they will be selected and be allocated to
different groups that may be used in the study. The
participants’ responses provide the data that become
the results for the research.

FIGURE 2.2 Psychological research may be conducted on ways of
reducing the number of accidents caused by red P-plate drivers.
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2. Keep your eyes
moving (avoid
staring and stay
alert).

3. Look at the total
driving picture
(don’t focus
your eyes on
one area of
the road).

4. Look for and
leave yourself
a ‘way out’.

5. Look for a
position on the
road that
ensures other
drivers can see
you.

FIGURE 2.3 The Smith System involves five rules to
identify what is important when driving.

There are also organisational matters to attend to;
for example, ensuring there is access to a driving
simulator and preparation of materials such as
consent forms and instructions for participants.

When designing the research it is vital that relevant
ethical standards and guidelines are followed to ensure
the rights and wellbeing of all participants are protected.
These apply to all stages of the research (including the
report) and are described on pages 69-72.

There are advantages and limitations of each
type of research method that may be used to test
a hypothesis. Some are more suited to particular
research hypotheses and data collection than others.

In the driver study, the researcher may decide to
conduct an experiment using an independent groups
design. Ten male and 10 female red P-plate drivers
with a similar amount of driving experience in city
and regional areas as participants in the study could
be used. Half the participants would be in one group
and receive a defensive driving training session
using the Smith System. The other half would be
another group and not receive the training so that the
potential benefits of the training could be compared.

Alternatively, the researcher may decide to give
questionnaires to a number of driving instructors who
have taught young people, with and without the Smith
System, to obtain information based on their experience
as to which of the two methods resulted in better
driving skills. Another option would be to conduct an
experiment and interview the research participants.

Step 4: Collect the data

The fourth step involves actually collecting the required
data in order to determine the results and conclusions
that can be drawn.

Based on their plan and research design, the
participants and materials are organised and the study
is conducted.

Data may be primary or secondary and quantitative
or qualitative. These different types of data are
described on pages 56-7.

Step 5: Analyse the data

When the data have been collected they are in a

‘raw’ format because they have not been processed

or analysed. The next step in psychological research
is therefore to summarise, organise and represent

the raw data in a logical and meaningful way to help
determine whether the hypothesis is supported and to
draw conclusions.

This usually involves breaking down’ a large set of
numbers into smaller sets (e.g. raw data summarised
as percentages in a table or graph) or even a single
number or two (e.g. a mean score or standard
deviation). The researcher is then better able to
consider the data when determining whether the
hypothesis is supported based on the results obtained.

CHAPTER 2 Research methods in psychology 17
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Step 6: Interpret and evaluate
the results

Once the data has been analysed, it needs to be
interpreted and evaluated. This includes drawing
conclusions about what the results mean and
identifying, describing and explaining limitations.

One type of conclusion relates directly to the research
hypothesis. The focus of this conclusion is on whether
or not the results support the hypothesis. The researcher
may also consider how widely the findings of the
research can be applied. Descriptive and inferential
statistics may be used by the researcher to help decide
what the results mean and what conclusion(s) can
legitimately be made (see pages 58-67).

A researcher usually studies a relatively small number
of participants who are selected from the bigger group of
interest; for example, 10 male and 10 female red P-plate
drivers aged between 18-21 years, rather than all red

Step 1:
Identify the
research topic

Step 2:
Formulate the
research hypothesis

Step 5:
Analyse the data

Step 6:
Interpret and
evaluate the results

Step 7:
Report the research
and findings

P-plate drivers. Of particular interest to the researcher
is whether the results obtained from a relatively small
number of cases (the red P-plate drivers in the study)
can be extended to apply to the bigger group of red
P-plate drivers from which the smaller group was
selected, to the entire group of red P-plate drivers, to
green P-plate drivers or even all drivers.

With reference to the driving study, if the results for the
experiment indicated that the red P-plate drivers who were
trained with the Smith System made significantly fewer
errors than the drivers who did not receive the training,
then the researcher would interpret the results as providing
support for the hypothesis. They would conclude that using
the Smith System to teach defensive driving techniques to
drivers reduces the likelihood of red P-plate drivers having
an accident. On the basis of this conclusion, the researcher
may also tentatively (cautiously) conclude that the finding
may apply to the bigger group of red P-plate drivers
targeted for research or even all red P-plate drivers.

Example: Does training red P-plate drivers with the Smith System help to reduce the
number of accidents they cause?

Example: Red P-plate drivers who receive defensive driving training will make fewer
driving errors than red P-plate drivers who have not received defensive driving training.

Determine how the hypothesis is best tested. For example, the research method may
be an experiment with an independent groups design using 10 male and 10 female red
P-plate drivers as participants. Half will receive defensive driving training using the
Smith System and the other half will not. Consider all ethical requirements.

Conduct the research to collect the required data and determine the results.

Summarise, organise and represent the raw data in a meaningful way to find out
whether the hypothesis is supported.

Determine whether the results support or do not support the hypothesis. Identify
limitations of the research and draw conclusions from the results.

Write up a report on the research and results using appropriate reporting conventions.
Submit for publication in a relevant journal.

FIGURE 2.4 Steps commonly followed when planning and conducting psychological research.
There are variations of these steps, but all are based on scientific attitudes and practices.
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When drawing conclusions, the researcher bases their
judgment strictly on what the results show. They would
also seek to identify, comment on and take account
of any limitations of their study, particularly research
procedures or unexpected events that may have
influenced their results in an unwanted way.

Step 7: Report the research
and findings

The final step of psychological research involves
preparation of a report for others who may be interested
in the research, its results and findings. Typically,
psychological researchers prepare a detailed written
report which they seek to get published in a professional
journal. Each of these journals has reviewers who
critically evaluate the research report and it is only
on the basis of peer reviews that the research may be
accepted for publication. In addition, a poster report
may also be prepared for display and discussion at
conferences or meetings with other researchers.

The report prepared for publication follows a
strict format and describes in detail all aspects of the
research, including relevant background information,
how the research was conducted, the results and
findings, any limitations which may have impacted on
the results, and a list of references used in preparing for
the study and writing the report. A poster report has a
format more suited to display and is less detailed.

Reporting the research and its findings is a very
important part of the research process. It is the way
other researchers find out about research which has
been conducted and the way scientific progress is
achieved. It also enables the general public to benefit
from the findings of research.

Importantly, the reporting process places the specific

study and its research procedures under the critical eye of
other psychologists and researchers; for example, to check

the accuracy of the findings and to consider alternative
conclusions that may be valid. It also enables replication
by other researchers — to repeat the study in order to test
the accuracy of the results or to test the relevance of the
study or results to other groups or situations.

Australian
Journal of
Psychology

Australian
Psychologist

RESEARCH METHODS

Research methods are the means or ‘tools’ for
observing, measuring, manipulating or controlling
what takes place in psychological investigations.
Each method has its specific purposes, procedures,
advantages and limitations.

The choice of research method depends on which
is most appropriate for the specific topic of research
interest and hypothesis being tested. This is not
unlike the choice made by a motor mechanic when
selecting tools to repair a car engine. Their selection
will depend on the specific engine problem in need
of repair and the work that needs to be done to fix it.
Each tool will have a specific use and way of being
used. Similarly, each research method has a particular
logic underlying its use and how it is used.

Sample selection and formulation of a research
hypothesis are common to all psychological
investigations requiring participants and are undertaken
early in the research process. We consider each of these
important procedures before examining the research
methods prescribed in VCE Psychology and the specific
features that distinguish them from each other.

FIGURE 2.6 A motor mechanic selects the best tools to
solve a mechanical problem, just as a researcher chooses
the best research method(s) to solve a research problem.

eBook

Weblink
View examples of
journal articles

FIGURE 2.5 Two of the Australian journals
in which psychologists may publish their
research reports
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Sample and population

Psychologists mostly conduct research studies with
people and, in some cases, animals. The participants
being studied are called the sample.

A sample is a subsection or smaller group of research
participants selected from a larger group of research
interest. For example, suppose that a researcher is
interested in conducting an experiment to find out
whether children who attended a childcare centre
during their preschool years have better language skills
than children who did not attend a childcare centre. It
would be impractical to test every child who attended
a childcare centre and every preschool child who did
not. Researchers therefore select a sample with whom
they conduct their research. If the sample is selected
in a scientific way, the results obtained for the sample
can then be applied to the population from which it was
drawn or even other groups or situations (assuming the
results are valid and reliable).

Population

In scientific research, the population does not
necessarily refer to all people (or animals) in the world,
in a country, or even in a particular city or area. The
term population refers to the entire group of research
interest from which a sample is drawn and to which the
researcher will seek to apply (generalise) the results
of their investigation. A population of interest may be
all preschool children, all blonde-haired females, all
VCE Psychology students, all female VCE Psychology
students, all Catholic school educated boys, or all male
chimpanzees born in captivity.

A population in a study does not always refer to living
things. A population could also be measurable things
such as all community health centres in the Goulburn
Valley region, all admissions at the Royal Melbourne
Hospital, all VCE exam results in English in 2016, all days
of school missed by year 9 students, all brands of sports
shoes, all calls to the Kids Helpline telephone number, or
any other specific source of data.

FIGURE 2.7 This sample is a subset of the population of all staff who work for a large multinational corporation.
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LEARNING ACTIVITY 2.1

Review questions

1 Define the terms sample and population as they are
used in research.

2 Draw a diagram to show the relationship between a
sample and a population.

3 For the following research samples, identify two

different populations from which each sample could

be drawn.

(@ 20 year 10 girls and 20 year 10 boys

(b) 40 teachers who have been teaching for more
than 10 years

(c) 100 employees on leave from work because of
stress-related reasons

(d) 30 adults diagnosed as having an anxiety disorder

4 For the following research topics, identify a sample
that might be used to conduct the research
and a population from which the sample could
be drawn.
(@) Are people who wear uniforms at school or
work more likely to be obedient to an
authority figure?
How can people with a fear of flying be assisted to
overcome their fear?
(c) Are children born to mothers aged over
40 years at greater risk of developing a
mental disorder?
Is it easier for men or women to give up
smoking?

(b)

(d)

Research hypothesis

In psychology as in other sciences, different research
methods are used to test one or more hypotheses
relevant to a topic, question or issue a researcher aims
to study. A research hypothesis is a testable prediction
of the relationship between two or more variables
(events or characteristics). It states the existence of a
relationship between the variables of interest and the
expected relationship between them. For example, it
may be a prediction about the relationship between:
e attending a revision lecture (one event) and the
score achieved for a psychology test (another event)
e biological sex (one characteristic) and finger
dexterity (another characteristic)
e reading (one event) and brainwave activity (one
characteristic).

The research hypothesis formulated for a specific
investigation is essentially an educated or thoughtful
guess about what the results will be. It is usually
based on knowledge of other research findings or
theories on the topic being studied. This is why it is
often referred to as an ‘educated’ guess.

The research hypothesis is formulated before
the study is conducted and provides a focus for the
research. A research hypothesis usually has the
following characteristics:

e refers to events or characteristics that can be
observed and measured and is therefore testable

e states the existence of a relationship between two
or more variables

e states the expected relationship between the variables

(e.g. how one variable will influence the other)

e based on observations, a theory, model or
research findings
e prepared as a carefully worded written statement

(rather than a question)

e expressed clearly and precisely (rather than vaguely
and generally)
e written as a single sentence.

In some cases, the research hypothesis may also
refer to the population from which the sample was
drawn and therefore the larger group about which the
researcher intends to draw conclusions.

Research hypotheses for the examples could be:

e VCE Units 1 and 2 Psychology students who attend
a revision lecture before a test will achieve a better
score on the test than students who do not.

e Females have better finger dexterity than males.

e Beta brainwaves are predominant when primary
school children are reading.

It is not always possible to be entirely certain about
the accuracy of a prediction within a hypothesis.

This is mainly because the researcher does not

necessarily know or can control the influence of the

many different variables that can affect the thoughts,
feelings or behaviour being studied. Nonetheless,
many researchers would consider it pointless to
conduct a study when the outcome is certain.

Research hypothesis versus
theory and model

A research hypothesis is different from a theory
and model. A research hypothesis is a specific
prediction that guides the collection, analysis,
interpretation and evaluation of data that has been
collected to test it. In contrast, a theory is a general
explanation of a set of observations about behaviour
and/or mental processes which seem to be related.
A model tends to focus more on representing
how some behaviour and/or mental process(es)
could, should or does occur. It is often presented
in the form of a diagram with boxes and arrows to
organise and show relationships between different
concepts. Figure 2.9 shows an example of a model of
human memory.

Theories and models vary in scope, complexity
and detail. Some are essentially a hypothesis that
has been restated. Others explain many interrelated
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research findings and ideas. Along Maintenance

with explaining existing results, a rehearsal

useful theory or mf)del generates new Elaborative
hypotheses and guides further research. rehearsal

Many theories or models of child .
development, personality, learning, i:j? aﬁgiﬁglrgge
remembering, forgetting and so on, are

the products of psychological research Sensory Attention Long-term
and have generated valuable new HIEIIULY Ty
research. In addition, some theories Retrieval
have generated new models and some
models have generated new theories.
Whatever their scope — from tiny Not attended to Not rehearsed or encoded
to vast — theories and models serve a
gap-filling function. They explain how
findings and ideas fit together and what
the.y mean, thereby making psychology L Lost from
a discipline that does more than report sensory memory short-term memory
: : king memory)
isolated facts. Psychologists prefer testable (wor
theories and models because they can
be confirmed or refuted (rejected) by further scientific FIGURE 2.9 A contemporary model of human memory,
research. Therefore, theories and models tend to not representing it as a multi-storage system through which

be judged in terms of their accuracy but rather in terms information flows
of their usefulness. This means that a theory or model
tends not to be considered as right or wrong. Instead, it is

simply regarded as more or less useful. LEARNING ACTIVITY 2.2

Review questions

Observation (research findings) or 1 (a) Explain the meaning of hypothesis when used in
question on topic of interest a research study.
(b) Distinguish between a research hypothesis, a
+ theory and a model.
2 When is the research hypothesis formulated?
Define research topic or question ~ <——— 8 List six characteristics of a well-constructed
research hypothesis.
+ 4 Explain two possible limitations of the following
: question if it were to be used as a research hypothesis:
Formulate a research hypothesis ~ <@——— . ,
Does excessive use of a mobile phone cause
+ sleep loss?
5 Rewrite question 4 as a testable research
Collect data to test the hypothesis hypothesis.
6 Consider the following list of questions of
+ research interest.
(@) Does use of good study techniques bring about
Analyse and interpret the data an improvement in grades?
(b) Does amount of sleep the night before an exam
+ + affect performance?
(c) Does the number of ‘peer passengers’ in a
Refute hypothesis Accept hypothesis car driven by a red P-plate driver affect driver
performance?
+ + (d) Does exercise reduce stress?
(e) Do tatoos affect success in a job interview?
Theory building () Are males more likely to help a female or a male

in need of assistance?
(9) Does the presence of other people affect how

FIGURE 2.8 Theories and models are revised and expanded well someone performs a task for the first time?
to reflect relevant research findings. New or revised theories Choose f_OUF questions and formulate a research
and models lead to new observations or questions that hypothesis for each one. Ensure your hypotheses
stimulate new research. have all the characteristics referred to in the text.
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Experimental research

One of the most scientifically demanding and
controlled research methods in psychology is the
experiment. An experiment is used to test a cause-
effect relationship between variables under controlled
conditions; for example, to test whether talking on a
hand-held mobile phone while driving (one variable)
causes or influences a change in driver reaction time
(another variable), or whether receiving a reward
(one variable) has an effect on exam performance
(another variable).

Essentially, an experiment enables the researcher
to investigate whether there is a causal (cause-
effect) relationship between two or more variables;
for example, if talking on a hand-held mobile
phone while driving causes drivers to react more
slowly (and therefore increases the likelihood of an
accident).

There are different types of experimental designs
that vary in terms of their specific procedures and
complexity. All experiments, however, have a number
of common features. We consider the essential
features of an experiment and why this particular
research method can be used to investigate causes of
behaviour and links between behaviour and mental
processes.

Independent and dependent variables
In a research study, a variable is something that can

change (‘vary’) in amount or type and is measurable.

For example, the time that it takes for a newborn
infant to distinguish between different shapes is a
variable that changes in amount (time) and type
(square or circle). How long it takes to distinguish
between the different shapes can also be measured.
Although personal characteristics of an individual,
such as biological sex, blood type and racial or

ethnic background are all inborn and do not actually
change, in psychological research they are still
considered to be variables because they can be of
different types and are measurable. For example,
‘male’ and ‘female’ are two types of biological sex
and ‘O’, ‘A’, ‘B’ and ‘AB’ are four different blood
types.

If the experiment involves testing whether a
particular anger management technique reduced the
incidence of road rage in people who had previously
been convicted of road rage, the two variables being
tested would be (1) the anger management technique
and (2) the incidence of road rage. These are two
different types of variables called independent
variables and dependent variables.

Independent variable
Every experiment has at least one independent
variable and one dependent variable. In a simple
experiment, one of these variables is manipulated
or changed by the researcher to observe whether it
affects another variable and what those effects are.
The variable that is manipulated in order to measure
its effects on the dependent variable is called the
independent variable (IV). It is sometimes referred to
as the ‘treatment’ variable to which participants may
be exposed (or not exposed).

In terms of cause and effect, the IV is said to
be the cause of any changes that may result in the
dependent variable. For example, in the road rage
experiment, the IV would be the anger management
technique. The researcher would have control over
and can therefore ‘manipulate’ which participants
would learn the anger management technique and
which participants would not, in order to test the
effect(s) of the technique on the incidence or extent
of road rage-related behaviour; that is, the dependent
variable.

Does anger management technique X reduce the incidence of road rage

in people previously convicted of road rage?

Group 1
v Learn anger
(what is manipulated) management
technique X

DV
(what is measured)

Group 2
Do not learn anger
management
technique X

Incidence of road rage

FIGURE 2.10 The IV and DV in experimental research designed to investigate a
technique that may reduce the incidence of road rage
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Dependent variable

The variable that is used to observe
and measure the effects of the IV
is called the dependent variable
(DV). The dependent variable is
often the responses made by the
participants and it usually has

a numerical value. It is called

the dependent variable because
whether or not it changes and the
way in which it changes ‘depends’
on the effects of the independent
variable.

In terms of a cause-effect
relationship, the DV is the effect(s)
caused by manipulation of the IV;
that is, exposure or non-exposure
to the IV. In the road rage example,
the DV is the measured change in
the amount of road rage behaviour displayed by
participants as a result of using or not using the anger
management technique — the IV.

LEARNING ACTIVITY 2.3

Identifying independent and dependent
variables

1 Explain the difference between the independent
variable (IV) and the dependent variable (DV) in an
experiment.

2 |dentify the IV and DV in each of the following
examples.

(@) Listening to a radio broadcast of a sports event
while studying for a test decreases performance
on the test.

(b) Thinking positively when goal shooting improves
accuracy in a match.

(c) Smoking cigarettes while driving a car increases
driver alertness.

(d) People will behave differently in a crowd from the
way they behave when alone.

(e) Reaction time to a visual stimulus is quicker than
reaction time to a sound stimulus.

() Daydreaming occurs more often when a person
is engaged in a simple task than when they are
performing a complex task.

(@) Marijuana use impairs performance on a
memory task.

(h) Drinking red cordial increases hyperactivity
in children.

() Too much stress causes stomach ulcers.

() Brainwave activity changes during
voluntary movement.

24

The experimenter ‘manipulates’
the IV to determine its causal
effect on the DV.

The experimenter ‘measures’
the DV, which ‘depends’ on the IV.

FIGURE 2.11 Distinguishing between the IV and DV

Operationalising independent and
dependent variables

Operationalising the IV and DV involves defining
them in terms of the specific procedures or actions
(‘operations’) used to measure them. This is an
important step because many of the behaviours and
mental processes psychologists investigate can have
different meanings and can therefore be defined and
measured in more than one way.

For example, suppose that a researcher wants to find
out whether noise has an effect on problem-solving
ability. What is meant by ‘noise’ (the IV) and ‘problem-
solving ability’ (the DV), and how will these variables
be defined and measured? Will the ‘noise’ be music?

If so, will it be classical music, rock music or some
other type of music? Will the noise be people talking,
whales communicating, an engine revving, the sound
of a plane flying overhead or a combination of different
types of noises? Will the noise be loud, medium or soft?
Will the noise be heard continuously or irregularly?

L

FIGURE 2.12 Does noise affect problem-solving ability?
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Similarly, consider ‘problem-solving ability’. What type
of problem? Will it be a personal problem, a problem
involving someone else or an intellectual problem? Will
the problem be simple or complex? Will the problem
be presented orally, in writing or audiovisually? Will
the problem have one solution or several solutions?
Furthermore, precisely how will ‘ability’ to solve the
problem be measured? Getting the problem right or
wrong? Solving it quickly or slowly? Both accuracy and
speed?

When the IV and DV have been operationalised,
they are often stated this way in the hypothesis
(but this is not essential). In the study on noise and
problem-solving ability, the operationalised variables
could be stated in the research hypothesis as follows:

‘Units 1 and 2 VCE students who listen to loud
rock music when solving previously unseen written
problems will solve fewer problems than students
who do not listen to loud rock music.

Note how the IV and DV have been operationalised:
e IV: continuously listening to loud rock music

throughout a one hour session

e DV: the number of problems that are solved.

Note too that the research hypothesis above is
also stating the population from which the sample is
drawn and therefore the larger group about which the
researcher intends to apply the results.

Operationalising the IV(s) and DV(s) ensures
that these variables are also precisely defined. The
resulting definitions are sometimes referred to as
operational definitions.

There are three important benefits of variables
being defined precisely through operationalisation.

1. It helps ensure the independent and dependent
variables are testable and therefore that the research
hypothesis is testable.

2. All researchers involved in conducting the experiment
know exactly what is being observed and measured,

which helps avoid experimenter biases and differences
that can affect the results.

3. When the variables are defined in a very precise
way, another researcher interested in the results, or
perhaps even doubting them, will be able to repeat
the experiment in order to test (‘check’) the results
obtained for accuracy or for relevance to other
groups or situations.

When a study is replicated using a similar sample and
similar results are obtained, there is greater confidence
in the validity and reliablility of the results.

FIGURE 2.13 Does facial piercing make a person more
or less attractive? The answer depends on how you
operationalise ‘facial piercing’ and ‘attractive’.

TABLE 2.1 Ways in which IVs and DVs can be operationalised

Do students learn more effectively in early _ e time of lesson
morning or late afternoon classroom lessons?

Research question of interest IV example DV example

e score on a test of recall (amount of information
remembered)

If a teacher ignores a student’s attention-seeking : ® teacher not paying attention : ¢ frequency of attention-seeking behaviours

behaviour in class, will this strategy reduce the @ to attention-seeking

student’s attention-seeking behaviour? - behaviours

Does playing violent video games cause e avideo game classified e number of presses of a button that administers a
aggressive behaviour? . by the Commonwealth shock to another student

Government censors

as violent

Does allowing a child to sleep in the same bed ¢ child sharing bed with both e frequency of separation anxiety behaviours when

as their parents result in the child being overly = parents over a specified either or both parents leave the child alone with
attached to the parents? - period of time a stranger
What types of jokes are funny to people of - » different types of jokes ¢ number of audible laughs detected by an

different cultural backgrounds?

audiometer and number of smiles detected by
an electromyograph (measures facial muscle
contractions)
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LEARNING ACTIVITY 2.4

Review questions

1 Explain the meaning of the phrase ‘operationalising
the IV and DV’ with reference to an example.
2 What are three benefits of operationalising the
variables for a research hypothesis?
3 Suggest how three of the following variables of
research interest could be operationalised.
(@) memory
(b) happiness
(c) attraction
(d) intelligence
4 Suggest operationalised IVs and DVs for three of the
following research topics:
(@) Does regular exercise improve psychological
wellbeing?
(b) Do people drive less safely when feeling stressed?
(c) Do people talk more after they have eaten than
they do when they are hungry?
(d) Does perception of time change when in a
relaxed state?

Experimental and control groups
In a relatively simple experiment, the participants are
allocated to one of two groups. One group of participants,
called the experimental group, is exposed to the
independent variable (i.e. the ‘treatment’). This group is
said to be in the experimental condition. A second group
of participants, called the control group, is not exposed to
the IV. This group is said to be in the control condition.
For example, consider an experiment to investigate
whether alcohol consumption affects driving ability.
In this experiment, the IV which the researcher will
‘manipulate’ is the amount of alcohol consumed by
research participants and the DV will the number of
driving errors made. The experimental group would be

tested on their driving skills in a driving simulator after
having consumed alcoholic drinks (the experimental
condition) and the control group would be tested on
their driving ability in the driving simulator after having
consumed non-alcoholic drinks (the control condition).

The control group provides a ‘baseline’ or standard
against which the researcher can compare the
performance of the experimental group in order to
determine the effect of the IV on the DV. If the driving
performance of the experimental group is significantly
worse than the driving performance of the control group,
the researcher may conclude that the IV (consumption
of alcohol) affected the DV (driving errors). A flow chart
summary of this experiment is shown in figure 2.14.

The experimental group and the control group
need to be as similar as possible in the spread of
personal characteristics of participants that can cause
a change in the DV. For example, one group should not
have significantly more participants who are more
experienced (‘better”) drivers so that this does not
become a possible reason for differences in the number
of driving errors between the groups that may be
recorded. It is also important that both groups are treated
the same, except for the time when the experimental
group is exposed to the IV. Both of these conditions are
necessary so that if a change occurs in the experimental
group and does not occur in the control group, the
researcher can be more confident in concluding that it
was the IV that probably caused the change.

Sometimes the experimental condition and
control condition are collectively called experimental
conditions, which literally means ‘all the conditions
of the experiment. When this expression is used, the
condition in which the IV is present may be referred
to as the ‘treatment condition’ because the IV is the
‘treatment’ to which the participants are exposed.

Hypothesis: Alcohol consumption impairs the driving ability of
university students.
|
Participants: 100 third-year university students who responded to an
advertisement for research participants. Equal numbers of male and
female participants. Ages range from 20—40 years.

|
T 1

Experimental group: 50 students (25 male, IV: alcohol Control group: 50 students (25 male, 25 female)
consumption

25 female) who consumed alcoholic drinks who consumed non-alcoholic drinks

I I
Use of driving simulator to test precision of driving skills
DV: number of
driving errors made
Y i N I N
“O0—0O~ ?.19;‘

I
Results: Participants who consumed alcohol made many more driving
FIGURE 2.14 A flow chart of the experiment testing the effect of alcohol consumption on driving ability

errors than participants who did not consume alcohol.

I
Conclusions: Alcohol consumption causes more driving errors, resulting
in impaired driving ability in third-year university students. Alcohol
consumption may also cause impaired driving ability in all drivers.

PSYCHOLOGY — RESEARCH METHODS What research methods and key science skills are used in VCE Psychology?



LEARNING ACTIVITY 2.5

Review questions

1 (a) What is an experiment?
(b) What are two key features that distinguish an
experiment from other research methods?
2 What are two different ways an experimenter can use
to manipulate an IV?

3 (a) Distinguish between an experimental group and a
control group in relation to the IV.

(b) Why is it important for the experimental and
control groups to be as similar as possible in
personal characteristics that may affect the DV?

(c) In what other way(s) must the experimental and
control groups be alike?

4 What is the purpose of using a control group in an
experiment?

Extraneous variables

In an experiment to test whether sleep deprivation
causes headaches, the IV is the amount of sleep
obtained and the DV is how often a headache is
reported. As shown in table 2.2, the results of this
research suggest that the frequency of headaches is
likely to increase if people experience six or fewer
hours of sleep.

TABLE 2.2 Frequency of headaches reported and amount
of sleep

Frequency of headaches reported

Hours of sleep | : :
>8 40 5 18 f 2

7 T I 20 6
<6 15 35 ; 7

However, what would happen if participants who
had eight or more hours of sleep also took ‘sleeping
pills’ which reduced the likelihood of headaches
occurring? Or participants who had six or less hours
of sleep were also experiencing considerable stress
in their lives or were prone to getting headaches?
Or participants had different perceptions of what

a headache is and what was reported by one
participant as a headache was not reported as a
headache by another?

There are variables other than the IV that might
influence the DV and therefore the results of an
experiment. Researchers try to predict what these
might be when planning their experiment. Then,
they design the experiment to control or minimise
the influence of other, ‘extra’ variables; that is,
extraneous variables.

In an experiment, an extraneous variable is any
variable other than the IV that can cause a change in the
DV and therefore affect the results in an unwanted way.
When one or more extraneous variables are present in
an experiment, they can make it difficult to conclude

with confidence that any change in the DV was caused
solely by the presence of the IV and not because of some
other variable. This is why they are ‘unwanted..

In the sleep study described previously,
extraneous variables that may have caused or
contributed to headaches developing or not
developing can include the amount of stress in
the person’s life, illness (such as a virus), eye
strain, excessive alcohol consumption or use of
particular medication. Thus, in the group who had
six or less hours of sleep, the greater likelihood
of experiencing a headache may not have been a
result of insufficient sleep if one or more extraneous
variables were present. In order to conclude that the
frequency of headaches will increase as a result of a
reduction in the amount of sleep obtained, variables
other than the IV that can impact on the DV must
be controlled or eliminated.

Potential extraneous variables are often identified
prior to the research. Sometimes, the researcher does
not become aware of relevant extraneous variables
until after the experiment has commenced; for
example, during the experiment or when evaluating
the experiment after it has been conducted. In some
cases, the researcher remains unaware of relevant
extraneous variables until another researcher points
them out after reading the report on the experiment.

There are potentially many extraneous variables
that may affect the DV of an experiment and it can
be difficult for the researcher to predict and control
all of them. Consequently, researchers tend to focus
on controlling those variables that are likely to have
a significant effect on the DV. For example, in an
experiment to determine the softest noise a person can
hear, it would be very important to control background
noise. However, in an experiment to test the effect
of caffeine on performance of some physical task,
background noise may not be so critical.

FIGURE 2.15 This participant’s headache may be due
to poor sleep quality induced by excessive alcohol
consumption.
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Confounding variables
Every experiment used in psychological research is
designed to answer the same basic question: Does the
1V cause the predicted change in the DV? The researcher
recognises that there are other variables that may affect
participants’ responses (the DV), such as all those
variables collectively referred to as extraneous variables.
Extraneous variables are inevitable and do not
pose a problem if controlled in an appropriate way.
By strictly controlling unwanted effects of relevant
extraneous variables on the DV, the effects of the IV
on the DV can be isolated. If there is a measurable
change in the DV, then the researcher can confidently
conclude that the IV caused the change in the DV.
If a variable that can affect the DV is not controlled,
then its effect on the DV may not be able to be
clearly distinguished from that of the IV. When this
happens, the uncontrolled variable is referred to as a
confounding variable.
A confounding variable is a variable other than the
IV that has had an unwanted effect on the DV, making
it impossible to determine which of the variables has
produced the change in the DV. Basically, a confounding
variable is a second unwanted IV that has influenced
the DV together with the IV. It is called a confounding
variable because its effects are entangled and therefore
potentially ‘confused’ with those of the IV, thereby
preventing the researcher from concluding that the IV
caused the predicted (hypothesised) change in the DV.

The presence of one or more confounding variables
does not necessarily mean that the IV did not cause
the changes in the DV. However, the presence of a
confounding variable suggests that there may be one or
more alternative explanations for the results obtained in
the experiment. The more alternative explanations there
are for the results, the less confident the researcher will
be that the IV alone was responsible for the results.

A confounding variable is different from an
extraneous variable. A confounding variable produces
a measurable change in the DV. This change is
consistent with what was predicted in the hypothesis,
whereas an extraneous variable may or may not affect
the DV. What both types of variables have in common
is that they create problems for the researcher in
isolating the real effects of the IV.

An experiment with uncontrolled variables
compromises the validity and interpretation of the
results. The more alternative explanations there
might be for an observed result, the less confidence a
researcher will have in their research hypothesis, which
states that the IV will be the cause of a particular result.

Because humans are complex and there are often
multiple causes of how they may think, feel or
behave in any given situation, good experimental
design involves anticipating potential extraneous and
confounding variables and developing strategies to
minimise their influence or ensuring that extraneous
variables do not become confounding variables.

Influences

Independent variable

- Dependent variable

Confounding

Influences ?

Extraneous variable

FIGURE 2.16 When an extraneous variable influences the DV in an unwanted way, it may be difficult to isolate

its effects from those of the IV.

LEARNING ACTIVITY 2.6

Review questions

1 What are extraneous and confounding variables?

2 |n what way are extraneous and confounding variables
alike yet different?

3 When is it best to identify extraneous variables?
Explain your answer.

4 Explain why the presence of extraneous and/or
confounding variables is problematic for the researcher.

5 Give an example of an extraneous variable that may be
relevant in one experiment and therefore require control

but irrelevant in another experiment and not requiring
control. Explain your answer.

6 For each of the following research topics, identify the
IV, the DV and three potential extraneous variables that
could affect the DV.

(@) The effect of shyness on the ability to make new
friends at school

(b) Whether meditation can improve performance on a
VCE English exam

(c) Whether males are more willing than females to
taste different foods

(d) Whether students who have breakfast concentrate
better in class

(e) Whether having a pet in an aged-care nursing home
improves happiness for elderly people who live there
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Identifying potential extraneous and
confounding variables

Researchers have described many variables that

can be extraneous or confounding variables in an
experiment. VCE Psychology prescribes the study

of individual participant differences, use of non-
standardised instructions and procedures, order
effects, experimenter effect and placebo effect. We
examine each of these in turn and then consider how
researchers can minimise their potential influences.

Individual participant differences

Individual participant differences refer to the unique
combination of personal characteristics, abilities
and backgrounds each participant brings to an
experiment. These participant variables, as they are
sometimes called, may be biological, psychological
or social in nature. For example, some participants
will be more or less easy going, anxious or motivated
than others. They will also differ in a wide range
of mental abilities such as intelligence, learning,
memory, reading comprehension and problem-
solving skills, as well as physical abilities such

as strength, athleticism, eye-hand coordination
and finger dexterity. Furthermore, they will

differ in such variables as sex, age, educational
background, social relationships, ethnicity, cultural
experiences and religious beliefs.

Any one or more of these variables can affect how
participants respond in an experiment. However,
they are expected and the researcher focuses on
minimising the influence of those participant
variables other than the IV that could have a
measurable effect on the DV if left uncontrolled.

Consider, for example, an experiment to test whether
ignoring attention-seeking behaviour of children who
misbehave in class will reduce the frequency of their

attention-seeking behaviour. A reduction in the number
of times attention-seeking behaviour has occurred after
a month of'ignoring this type of behaviour may not
only be a result of ignoring the misbehaviour. Variables
relating to the children or their respective personal
experiences can impact on their changed behaviour. For
example, a child’s family situation may have become
more or less unsettled or their behaviour may change
irrespective of the researcher’s experimental treatment.
A child’s health, mood or peer relationships may also
have an impact on whether or not they use attention-
seeking behaviour and how often they may do so.
Consequently, the researcher will try to ensure that the
influence of these specific variables is minimised and
will do so before the experiment is conducted.

Use of non-standardised instructions and
procedures
The instructions and procedures used by the researcher
can also impact on how participants respond, and
therefore on the results. For example, suppose that
aresearcher is interested in studying the effect of
prior experience on food perception and eating. The
researcher sets up an experiment in which participants
must eat different foods that are ‘plated’ in novel ways
but which they may refuse to eat. Figure 2.17 shows two
examples of the ‘test materials’

Imagine how the results could be affected if
participants received different instructions on what
the experiment is about, what eating actually means
(as compared to tasting), how many foods there are,
whether the foods are safe, whether they can refuse to
eat, and so on. What if some participants present for
the experiment just before they have eaten a meal and
others just after? Or what if some participants complete
the task alone while the rest have other participants
present? What if the researcher laughs at or comments
on the responses of some participants but not others?

FIGURE 2.17 (a) Would you eat soup out of this bed pan when assured that the pan is brand new and sterile? (b) Would you
eat this rat when assured it is nutritious and considered a delicacy by millions of people worldwide?
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Generally, procedures involve everything the
researcher does to actually conduct their study,
including:

e selection of participants

e instructions for participants in different groups
e interaction with participants

use of materials or apparatus

use of rooms or other experimental settings

e observation and measurement of variables

e data-recording techniques.

Procedures not only involve what the researcher
does but also how the relevant research activities
are conducted, including their sequence. When the
research procedures (including instructions) are
non-standardised, this means that they are not the
same for all participants (except for exposure to the
IV by participants in the experimental group). Even
small variations in procedures may affect participants’
responses in unforeseen ways.

An experiment that uses non-standardised
instructions and procedures is not strictly controlling
all of the possible extraneous and confounding
variables that can influence the DV and therefore
the results.

Order effects

In some experiments, participants may be required
to perform the same type of task twice or even
many times under different conditions. For example,
in the experiment described earlier to determine
the effects of alcohol on driving performance, the
same group of participants may be exposed to the
control condition for which they do not drink any
alcohol before a driving test in a simulator. After a
short break, the participants may then be exposed
to the experimental condition for which they are
given an alcoholic drink before completing the test.
It is possible that the order in which participants
experience different conditions can be a problem in
an experiment with this type of design.

An order effect occurs when performance, as
measured by the DV, is influenced by the specific
order in which the experimental tasks are presented
rather than the IV. Performing one task affects the
performance of the next task. Order effects may
change the results so that the impact of the IV may
appear to be greater or less than it really is. Two types
of order effects that explain how this can occur are
called practice effects and carry-over effects.

Practice effects are the influence on performance
(the DV) that arises from repeating a task. For
example, the participants’ performance in the
alcohol experiment may be influenced or partly
determined by practice. Through repeated
experience in the driving simulator, participants may
get better at the driving task and perform better on
the driving test due to greater familiarity with the
simulator and its controls, or by anticipating events

designed to cause driving errors that were presented
during the first driving test.

Participants’ responses can also be influenced by
other practice effects. For example, performance
may get worse as the experiment proceeds due to
tiredness or fatigue. Similarly, their performance
may be influenced by boredom due to repeating the
same task, especially if the task takes a long time
and does not change. Boredom is quite common in
experiments in which participants are required to
complete many trials or tests.

Carry-over effects are the influences that a particular
task has on performance in a task that follows it.
For example, if alcohol was given first in the driving
simulator task and the task is then repeated without
alcohol (in the control condition), a carry-over effect
would occur if insufficient time was allowed for the
effects of the alcohol in the first condition to wear
off. Similarly, if a task (such as taking a test in a
driving simulator) happens to be very easy, difficult,
frustrating or even anxiety-provoking, the feeling may
‘carry over’, lowering performance the next time the
task is completed (driving in the simulator again) in
an unwanted way.

m

Participants perform better or worse in the second condition due to
an order effect(s) instead of the manipulation of the IV.

FIGURE 2.18 Order effect

Experimenter effect
Personal characteristics of the experimenter (or
any other researcher) and their behaviour during
an investigation are also sources of extraneous and
confounding variables. The experimenter effect,
sometimes called experimenter bias or research bias,
is an unwanted influence(s) on the results which is
produced consciously or unconsciously by a person
carrying out the research. In an experiment, the
effect occurs when there is a change in a participant’s
response because of the experimenter’s expectations,
biases or actions, rather than the effect of the IV.
A common type of experimenter effect is called
experimenter expectancy.

Experimenter expectancy involves cues (‘hints")
the experimenter provides about the responses
participants should make in the experiment.
In particular, the experimenter’s non-verbal
communication (‘body language’) can produce a
self-fulfilling prophecy — the experimenter obtains
results that they expect to obtain. The results may
therefore be attributable to behaviour associated with
the experimenter’s expectations rather than the IV.
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Actions that can promote a self-fulfilling prophecy

include:

e facial expressions, such as smiling at participants in
one group but not at those in another

e mannerisms, such as shaking hands with participants
in one group but not with those in another

e tone of voice, such as speaking in a monotone voice
to participants in one group and in a more lively
way to those in another.

German-born American psychologist Robert
Rosenthal has demonstrated the experimenter effect
in numerous studies. In one well-known study,

12 university students taking a course in experimental
psychology unknowingly became participants
themselves. The participants were asked to place rats
in a maze. Some were deliberately told that their rats
were specially bred to be ‘maze bright’ and would
show ‘learning during the first day of running’ in the
maze. The others were deliberately told that their rats
were ‘maze dull’ and would ‘show very little evidence
of learning’. In reality, the rats were all standard
laboratory rats and were randomly allocated to each
group (Rosenthal & Fode, 1963).

As evident in figure 2.19, the group of apparently
‘maze bright’ rats learned the maze significantly faster
than the ‘maze dull’ rats (as measured by the number
of errors in the maze).

The researchers concluded that the lower error rate
had more to do with the participant’s expectations
of their rats than the rats’ actual abilities. They
suggested that ‘experimenter expectations’ about
their rats’ capabilities caused participants to subtly
alter their training and handling techniques, which in
turn affected the animals’ learning. The participants
were not cheating or purposefully manipulating
their results. The participants were thought to have
unintentionally and unconsciously influenced the
performance of their rats, depending on what they
had been told by the experimenter.
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FIGURE 2.19 Mean number of correct responses per rat
per day

FIGURE 2.20 Example of a maze used for ‘maze
running’ laboratory experiments with rats

Placebo effect

A placebo is an inactive substance or fake treatment. In
an experiment, the placebo effect occurs when there

is a change in a participant’s behaviour due to their
belief that they are receiving some kind of experimental
treatment and they respond in accordance with that
belief, rather than to the effect of the IV. Essentially,

the participants’ behaviour is influenced by their
expectations of how they should behave.

For example, consider an experiment to test a
hypothesis that drinking alcohol makes members of
the opposite sex look more attractive. Participants
aged over 18 are randomly allocated to either the
experimental or control group. The experimental
group are given drink containing orange juice with
vodka and the control group drink orange juice alone.
All participants are told whether their drink contains
vodka. After enough time passes for a alcohol to take
effect, participants are asked to rate the attractiveness
of people in a set of colour photos.

Suppose that the experimental group rated the
photos as significantly more attractive than did the
control group. The researcher would like to conclude
that alcohol caused the difference in perceived
attractiveness. However, alcohol consumption may not
have been the only variable that impacted on the DV.

Participants who drank alcohol also knew they drank
alcohol, and those who did not drink alcohol knew
they did not. The act of being given an alcoholic drink
by a researcher might have promoted expectations in
participants about how they should respond. For example,
experimental group participants might have thought that
they were given alcohol because they were expected to
perceive more people as attractive, so they did.

Because the experimental group received the
alcohol and the control group did not, only the
experimental group experienced the placebo effect.
This means that a confounding variable is present.
Therefore the researcher cannot be certain whether
it was the effect of alcohol or the placebo effect that
caused the performance difference (Stangor, 2004).

CHAPTER 2 Research methods in psychology

31



32

LEARNING ACTIVITY 2.7 eBook

Summarising potential extraneous and confounding variables

Complete the following table.

Word copy of table

Why a potential extraneous

Variable

Individual participant differences
Non-standardised instructions
and procedures

Order effect

Experimenter effect

Placebo effect

Description

Example or confounding variable?

LEARNING ACTIVITY 2.8

Review questions

Identify the 1V(s), DV(s) and a potential extraneous or
confounding variable in each of the following experiments.
Explain your answers.
1 An experiment was conducted to investigate whether
young adults performed better on maths problems
when working alone or when working in small groups.
Two groups of participants were used, ensuring an
equal spread of mathematical ability and personal
characteristics across both groups. Because of a shortage
of rooms, the participants working alone completed
the problems in a small tutorial room with no windows
in the corner of the school library. The participants
working in small groups completed the problems in a
large classroom with big windows on the first floor of the
building (above the library). As hypothesised, the groups
performed better than the individuals.

2 An experiment was conducted to investigate whether
alcohol consumption increases errors when driving.
Volunteer participants were given a drink that they were
led to believe contained alcohol. It looked and tasted
like an alcoholic drink but did not contain any alcohol.
The participants were then given a test in a driving
simulator with automatic transmission and the number
of driving errors was recorded. The next day, at the
same time, participants were given an alcoholic drink
that looked and tasted like the non-alcoholic drink.
After allowing sufficient time for the alcohol to take
effect, the participants were given a test in a driving
simulator with manual transmission and the number
of driving errors was recorded. The results showed
that more driving errors were made after having the
alcoholic drink.

Ways of minimising extraneous and
confounding variables

When planning an experiment, the researcher will
consider potential extraneous and confounding variables.
The extent to which these variables are anticipated and
controlled will determine the quality of their experiment
and its results. Ways of minimising extraneous and
confounding variables include use of appropriate sampling
procedures for selection and allocation of participants,
counterbalancing, single- and double-blind procedures,
placebos, standardised instructions and procedures, and
use of an appropriate experimental research design.

Participant selection
A sample has to be selected in a scientific way so
that the results obtained for the sample can be
legitimately applied to the population from which it
was selected. The process of selecting participants
from a population of interest is called sampling.

A key goal of sampling is to ensure that the sample
closely represents its population so that the results can
be generalised to that larger group. It must reflect its
population in all the personal characteristics of participants
that are important in the research study. Participant
variables that are considered to be important are those
that can influence the results of the study to be conducted.

For example, in a study on how friendships form among
adolescents, personal characteristics of participants such as
their sex, age, type of school attended, family background
and cultural background could be assumed to be important.
When a researcher selects a sample that represents
its population, the sample is called a representative
sample. A representative sample is a sample that is
approximately the same as the population from which
it is drawn in every important participant variable.
Larger samples also minimise the likelihood of a
freak ‘sampling error’ resulting in a sample which
does not represent its population well and would
therefore make it difficult to apply the results to that
population. Some researchers have described the law
of large numbers in relation to sampling. The law of
large numbers states that as sample size increases, the
attributes (characteristics) of the sample more closely
reflect the attributes of the population from which the
sample was drawn. Basically, the more people who
are selected, the more likely it is that they will reflect
and therefore be representative of the population.
There are different ways of obtaining a sample.
The most common sampling procedures are called
random sampling, stratified sampling and convenience
sampling. Convenience sampling is the simplest method
but is the least likely to achieve a representative sample.
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problems to participate in a clinical trial to research
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One way of accessing participants in a population of
research interest is to advertise.

Random sampling

The dictionary definition of the term ‘random’ is
something which is haphazard, unpredictable or ‘hit-
or-miss. However, when the term random is used by
researchers in relation to a sample, it has the opposite
meaning. Random actually means using a planned,
systematic procedure to obtain a sample.

Random sampling is a sampling procedure that
ensures every member of the population of research
interest has an equal chance of being selected to be
part of the sample. This can be achieved in a number
of different ways.

One way is to obtain a complete list of all the
people in the population. This list is commonly
called a sampling frame. For example, an electoral roll
may be used as a sampling frame, or the telephone
numbers of all the people in a relevant database may
be used. If you were conducting a research study in
your school, class rolls could be used, but only those
with the names of students in the target population —
the population of interest.

After the sampling frame is obtained, the researcher
could obtain a random sample using a simple lottery
procedure to select the required number of names.
The lottery procedure could involve drawing names
out of a box or tossing a coin. For example, if a
sheet of paper had all the names of the people in
the population on it, the sheet would be cut up into
slips of paper equal in size, with one name on each
slip of paper. The names would then be thoroughly

mixed in the box to help ensure their distribution
throughout the box. Then, names of sample members
(or research participants) could be drawn out ‘blindly’,
one at a time. As a result of this procedure, the
likelihood that the sample is representative of the
population is increased, and so is the ability of the
researcher to generalise the results to the population.

Weblink
Research Randomizer

FIGURE 2.21 The lottery procedure of drawing names
of research participants from a box is an appropriate
random sampling procedure because each member of
the target population has a genuinely equal chance of
being selected.

When a large number of participants are required,
researchers often use a digitally generated list of
random numbers. Each participant in the sampling
frame is given a number from 1 through to however
many are in the population of interest. If the first
number in the digitally generated list of random
numbers is 22, then the twenty-second person in
the sampling frame is included in the sample; if the
second number in the digitally generated list is 93,
then the ninety-third person in the sampling frame
is selected, and so on until the required number of
participants have been selected.

Sometimes a researcher may not find it necessary
or even desirable to use a random sample that is
fairly representative of the population of interest.

For example, a researcher interested in the language
development of children may intentionally undertake
a case study of a child raised in a harsh, deprived
environment where there is little or no opportunity
to learn language, rather than studying a sample of
‘average’ children from a ‘normal’ home environment.

The most important advantage of random sampling
is that it helps ensure a highly representative sample.
The larger the sample, the more likely it is that this
will occur, but there is no guarantee that the sample
will be representative.
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The main limitation of random sampling is that it
can only be carried out if a complete list of the target
population is available. If available, it may be difficult
to gain access. If accessed, the process of random
selection may be time-consuming.

Stratified sampling

In some research studies it is important to ensure
that particular groups in a population of interest

are represented in their known proportions in that
population. For example, suppose that a researcher
wanted to study the attitudes of adult Australians to
arsonists who deliberately light bushfires. They could
reasonably expect that attitudes may differ depending
on whether someone lives in the city or in a rural
community. Consequently, the researcher would want
to ensure that each of these groups was represented
in the sample in about the same proportions that they
were known to exist in the adult population. This can
be achieved by using the sampling procedure called
stratified sampling.

Stratified sampling involves dividing the
population to be sampled into different subgroups,
or strata, then selecting a separate sample from
each subgroup (called stratum) in the same
proportions as they occur in the population of
interest. Socio-cultural factors such as residential
area, type of accommodation, age, sex, income level,
income type, educational qualifications and cultural
background are examples of personal characteristics
that may be used as the basis of dividing a
population into strata.

The stratified sampling procedure is commonly
used to study behaviour and mental processes that
tend to vary greatly among different subgroups of a
population. For example, suppose you were going to
undertake a research study on attitudes of students
in your school towards teachers’ use of rewards and
punishments. You expect that attitudes may differ
among students in different year levels so you want
to ensure each year level (stratum) is proportionally
represented in your sample.

You could first obtain separate lists of the students in
each year level and then randomly sample from each
list. If, for example, about 10% of all students in your
school are enrolled in year 12 and about 15% in year 11,
then your sample would consist of about 10% year 12
students and about 15% year 11 students. This would
ensure students from each year level are represented
in about the same proportions in the sample as they are
in the population (the school). Using a stratified random
sampling procedure would ensure that the sample is
highly representative of the population and therefore
not biased in a way you consider to be important.

Figure 2.22 shows an example of a stratified sample
that could be obtained for the attitudes study. If
everyone in a target population does not have an
equal chance of being selected as a participant, then a
biased sample will be obtained.

All students )
in a SChOOI POpulatlon
100%
15% Strata
Y8 (% in each
20% Y10 year level)
0,
Y9 15%
20%
2
3
Stratified sample
4 (number of participants
3 from each year level)
4

FIGURE 2.22 An example of stratified sampling for an
attitude study

The most important advantage of stratified
sampling is that it enables the researcher to sample
specific groups (strata) within populations for
comparison purposes; for example, males vs females,
or people of different ages and cultural backgrounds
who have been diagnosed as having schizophrenia
and will be exposed to a new type of treatment
program for the disorder. In addition, this means
that there can be greater precision in the study and
its findings when compared to the simple random
sample taken from one larger group.

A major limitation of stratified sampling is that, like
random sampling, it can be carried out only if complete
lists of the target populations (strata) are available
and accessible. However, if accessed, a representative
sample cannot be obtained unless stratified random
sampling is used. Either way, stratified sampling can
be a very time-consuming procedure, more so than
standard random sampling.

Convenience sampling

For some research studies it is not convenient, suitable
or possible to obtain a representative sample. In such
cases, a convenience sample (also called an opportunity
sample) may be used and the researcher may use anyone
who is available or present.

PSYCHOLOGY — RESEARCH METHODS What research methods and key science skills are used in VCE Psychology?



Convenience sampling, or opportunity sampling,
involves selecting participants who are readily available
without any attempt to make the sample representative
of'a population. For example, a representative sample
ofillegal drug users or homeless teenagers is not often
readily available. Consequently, the researcher may
go to locations known to be frequented by the required
participants and simply select the first individuals they
meet who are in the target population and who are
willing and available to participate.

Similarly, a researcher conducting a study on
drivers who do not obey red traffic lights at a
particular intersection at a particular time would be
using convenience sampling. Psychology students
often use convenience sampling; for example, when
selecting participants they have the opportunity to
study other students in their school, children at a
local primary school, friends, parents or relatives.

In most cases, convenience sampling produces a
biased sample because only those people available at
the time and location of the study will have a chance
ofbeing included in the sample. If a researcher used
convenience sampling at a local shopping centre, they
may select only those shoppers who look as if they will
be cooperative to be in the sample and ignore those who

appear uncooperative. Shoppers left out of the sample
might think, feel or behave differently from those who
are selected in the sample, yet these thoughts, feelings
and behaviours will not be represented in the sample.
Since a convenience sample is not representative of the
target population under investigation, the data obtained
can be misleading and the results of the study cannot
be legitimately applied (generalised) to the entire
population.

Despite these limitations, convenience sampling
is widely used in psychology. It is quick, easy and
inexpensive. Convenience sampling can also be of
considerable value when conducting research to
pilot, or ‘test’, procedures or to gain a preliminary
indication of possible responses before conducting the
actual study. Many researchers regard convenience
sampling as an adequate sampling procedure when
investigating aspects of mental processes or behaviour
that are assumed to be similar in all ‘normal’
individuals, despite individual differences. For
example, all ‘normal’ adults are capable of reflecting
on their personal experiences and using language
to communicate what they think or feel. Similarly,
all normal adults are capable of seeing, hearing and
responding reflexively.

FIGURE 2.23 Convenience sampling involves selecting participants who are readily available without any attempt to make

the sample representative of a population.
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LEARNING ACTIVITY 2.9 eBook

Summarising sampling procedures for participant selection

1 Explain the difference between a sample and a
population.
2 What does sampling involve?

3 Distinguish between a biased sample and a
representative sample.

Word copy of table

4 What are two potential limitations
of small sample size?

5 Explain how the type of sampling procedure used can
minimise extraneous and confounding variables.

6 Complete the table below.

Example for a within-

Limitations

Sampling procedure

Description
Random sampling
Stratified sampling

Convenience sampling

school investigation

Advantages

LEARNING ACTIVITY 2.10

Media analysis/response of sampling for
problem gambling

Read the newspaper advertisement shown on page 33
and answer the following questions.

1 What is the specific topic of research interest?

2 |dentify the population from which the sample will
be selected.

3 lIdentify an important personal characteristic of the
sample required by the researcher.

4 Are the researchers undertaking random sampling,
stratified sampling or convenience sampling?

5 Is it possible that people who respond to the
advertisement and are selected to be in the sample
may behave or respond differently in the study, as
compared with participants sampled from a relevant
group targeted for the research study? Explain
your answer.

6 (a) How representative is the sample obtained using
the advertisement likely to be?
(b) Will the researcher be able to apply (generalise)
her results from the study described in the
advertisement? Explain your answer.

Participant allocation

The method of selecting the sample is important
in ensuring it is unbiased and representative of
the population being studied. Equally important is
the way in which research participants are placed
in either the experimental or control group in an
experiment.

In an ideal research world, everything about the
experimental and control groups would be identical
except for the IV. In reality, however, it is to be
expected that there will be individual participant
differences that may become extraneous or
confounding variables and make it difficult to isolate
the effects of the IV on the DV. Consequently, it is

important to ensure that participant variables that
might affect the results of the experiment are evenly
spread in the experimental and control groups.

Random allocation

One way of minimising differences in the composition
or make-up of the experimental and control groups is to
randomly allocate participants to these groups. Random
allocation, also called random assignment, is a procedure
used to place participants in groups so that they are as
likely to be in one group as the other. This means that
every participant has an equal chance of being selected
for any of the groups used. Participants selected for the
experiment are just as likely to be in the experimental
group as the control group.

As with random selection, random allocation
can be achieved using a lottery procedure in which
chance alone will determine the group to which each
participant will be assigned. For example, drawing
‘names out of a box’ or tossing a coin are also appropriate
ways of randomly allocating participants to groups.

With a sufficiently large number of participants,
it is reasonable to assume that each group will end
up with the same kind of spread of participant
characteristics, abilities and backgrounds that may
affect the DV and therefore the results. For example,
consider the experiment on alcohol consumption
and driving ability described previously. If the
experimental group has a larger proportion of ‘bad’
drivers than the control group and the experimental
group makes significantly more driving errors in the
driving simulator, it will be difficult for the researcher
to isolate the effect of alcohol (the IV) on driving
ability (the DV).

The problem is that the participants in the
experimental group may make more driving errors than
the control group even when not under the influence of
alcohol. Through random allocation of participants to
the experimental and control groups, each group would
be expected to end up with relatively even numbers of
participants who are ‘good’ and ‘bad’ drivers.

PSYCHOLOGY — RESEARCH METHODS What research methods and key science skills are used in VCE Psychology?



The purpose of random allocation of participants
is to obtain groups that are as alike as possible in
terms of participant variables before introducing
the TV. With random allocation of participants to
the experimental and control groups, researchers
can more confidently conclude that if two groups
responded differently in the experiment in terms
of the number of driving errors, then it most likely
had something to do with the effect of the IV.
Consequently, random allocation is a very important
means of experimental control.

For a classroom experiment, placing all males in
one group and all females in the other group would
not be a random allocation procedure. Similarly,
assigning the people seated in the front half of the
room to one group and the people seated in the back
half to the other group is not random allocation.
There could be a difference in one or more personal
characteristics of participants who prefer to sit at the
front or back of the classroom.

Random allocation is different from random
sampling. Random allocation is used to place
participants in groups whereas random sampling
is one of the methods that can be used to select
participants for an experiment. Random sampling,
however, is based on the same principle of ‘equal
opportunity for all participants’

Random | sampling

Sample

(participants)

Random allocation

Experimental group Control group

(IV present) (IV not present)
Measure effect Measure effect
on DV on DV

Is there a difference?

FIGURE 2.24 A simple experimental design using random
sampling to select participants and random allocation to
assign them to either condition

LEARNING ACTIVITY 2.11

Review questions

1 What are the random allocation procedures?

2 What does random allocation achieve in relation to
groups selected for an experiment?

3 Why is random allocation considered
to be a crucial feature of good
experimental design?

4 Give an example of a
random allocation procedure
that could be used within a
class experiment at school.

eGuide

Practical activity —
testing random
allocation

Counterbalancing

A counterbalancing procedure is commonly used to
minimise order effects such as practice and carry-over.
Counterbalancing involves systematically changing

the order of treatments or tasks for participants in a
‘balanced’ way to ‘counter’ the unwanted effects on
performance of any one order. By counterbalancing, the
researcher recognises that an order effect is a potential
extraneous or confounding variable and cannot be
controlled or eliminated any other way.

There are different types of counterbalancing
procedures. The most commonly used is called between-
participants counterbalancing. This involves alternating
the order in which the groups of participants are
exposed to the experimental conditions. Each group of
participants receives the treatments in a different order.

For example, if there were 20 participants in the
alcohol and driving experiment, counterbalancing
could require half the participants to undertake the
driver test in the no alcohol condition first, followed
by the test in the alcohol condition. The other half of
the participants would undertake the driver test in the

alcohol condition, followed by the no alcohol condition.

Participants would also be randomly allocated to
experience one condition or the other first or second.

Participants
(half of sample)
Condition 1
(no alcohol)

Participants
(half of sample)

Condition 2
(alcohol)

Condition 2
(alcohol)

Condition 1
(no alcohol)

Scores for condition 1 added together and scores for condition 2
added together. Order effect is cancelled out.

FIGURE 2.25 A simple counterbalancing procedure for
the alcohol and driving experiment
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The results for all participants are then combined
across the entire experiment to achieve counterbalancing.
In this way, any order effect that impacts on performance,
as measured by the DV, is controlled.

Single- and double-blind procedures
Participants’ expectations can influence the results
of any investigation, in an experiment, so it is
important that participants do not know whether
they are in an experimental or a control group. In
this case, the experiment is said to be using a single-
blind procedure. It is called a single-blind procedure
because the participants are not aware of (are ‘blind’
to) the condition of the experiment to which they
have been allocated and therefore the experimental
treatment (the IV).

To control possible experimenter effects, while
also controlling participant expectations, researchers
may use a procedure in which neither the participant
nor the researcher interacting with the participants
knows which participants are in the experimental
or control groups. This is called the double-
blind procedure because the participants and the
researcher (or research assistant) directly involved
with the participants are unaware of (are ‘blind’ to)
the conditions to which the participants have been
allocated. Only a researcher who is removed from the
actual research situation knows which participants are
in which condition (or groups).

The double-blind procedure has obvious value in
experiments in which knowledge of the conditions
might influence the expectations or behaviour of the
researcher as well as the participants.

Experimenter

Participant

Single-blind procedure
Participants are unaware
of which experimental
condition (group) they
are in.

Double-blind procedure
Both the participants and the
researcher interacting with
them are unaware of which
experimental condition (group)
participants are in.

FIGURE 2.26 Comparison of the single- and double-
blind procedures

Placebos

In an experiment, participants in the experimental
group are exposed to the IV ‘treatment’ and
participants in the control group are not. Because
only the experimental group receives the treatment,
they may be influenced by their expectations about
how they should behave. Therefore, there is a
potential confounding variable — the experimental
group may respond differently to the control

group either because of the IV or because of their
expectations of how they should behave.
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FIGURE 2.27 In an experiment to test a new drug, a
placebo would look and be used like the real drug but
have no real effect.

In order to minimise the impact of this variable on
the DV, the control group can be given a placebo — a
fake treatment that is like the IV treatment used in
the experimental group but which is actually neutral
or has no known effect. In this way, control group
participants should form the same expectations as the
experimental group, thereby controlling the effects of
this unwanted variable.

For example, consider an experiment to test a new
herbal drink called Attendo Memoro that claims to
improve concentration and memory. Participants in
the experimental group could be given a daily drink
of Attendo Memoro over a 6-week period and control
group participants could be given a drink that looks,
smells and tastes like Attendo Memoro but has no
active ingredient. At the beginning and end of the
study all participants could be given concentration
and memory tests. Because a placebo was used in the
control group, any difference in the results could not
be said to be due to participant expectancy effects.

Similarly, when testing drugs (or new medical
therapies), researchers give placebo pills or injections to
the control group so that all participants experience the
same procedure and form the same expectations. And in
studies that require the experimental group to perform,
for example, a physically or mentally demanding task
prior to making a response, the researcher would have
the control group perform a similar placebo task to
eliminate differences between the groups in terms of
motivation or fatigue (Heiman, 2002).

When a placebo is given to a control group, the
group is sometimes referred to as the placebo control
group or the placebo condition.
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Standardised instructions and procedures

The instructions and procedures used by the
researcher are a source of extraneous or confounding
variables so their potential unwanted influences must
be minimised. This is achieved by standardisation
(‘consistency’) across the different conditions. Using
standardised instructions and procedures means

that instructions and procedures are the same for

all participants (except for variations required for
experimental group participants exposed to the IV).

The use of standardised instructions ensures that the
directions and explanations given to all participants in
each condition are identical in terms of what they state
and how they are given. To help ensure this ‘sameness’,
researchers usually read from a pre-prepared script in
a ‘neutral’ voice. The script typically contains all the
information about what the researcher says and does
throughout the entire experiment.

Tt is also essential that all participants experience
the same environment and procedures, with the only
exception being exposure to the independent variable.
Therefore, standardised procedures must be used —
the techniques used for observing and measuring
responses should be identical for all individual
participants. All participants should be treated in
the same way, as appropriate to the condition to
which they have been assigned. For example, using
standardised procedures, all participants would:

e interact with the same researcher in the same

environment

e participate in the experiment at the same

time of day
e have the same amount of time
e learn the same amount of information
e complete the same activities (except for variations

required for IV exposure).

How the researcher presents stimuli, obtains
responses and records scores during DV
measurement can be controlled through automation
by using electronic or mechanical devices to present
stimuli and to measure and record responses.
Electronic timers, data projectors, video and audio
recorders, and computers ensure controlled and
consistent stimulus presentations (such as an image
on a monitor to measure reaction time). Automating
data collection ensures that the scoring system is
consistently and accurately applied and provides
for sensitive measurement of responses (such
as the keystroke used to measure reaction time to a
stimulus).

The use of standardised instructions and procedures
minimises unwanted participant variables (including
the placebo effect) because all participants have
the same experience. It can also help control
experimenter effects, as all the researchers involved
will follow the same procedures. Consequently, when
the results for experimental and control groups are
compared, significant differences can be said to be
due to the IV with confidence.

FIGURE 2.28 Automation ensures recording of participant’s responses is standardised across different experimental conditions.
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LEARNING ACTIVITY 2.12

Review questions

1 (@) Explain what counterbalancing is and which
potential problems it attempts to control.

(b) A researcher will test whether playing violent
computer games increases aggressive behaviour
among children. All participants will play a violent
game for 15 minutes then be taken to a play area
immediately after where they will be observed for
30 minutes. Aggressive behaviour will be defined as
the number of times a child makes actual physical
contact with another child. The participants will
then play a non-violent computer game for
15 minutes and again be observed in the play area
for 30 minutes. Differences in aggressive behaviour
in each condition will then be compared.

Identify two possible order effects and explain a
counterbalancing procedure that could be used to
minimise its influence.

2 (a) In what way are the single-blind and double-blind
procedures similar and different?
(b) Which of the two procedures gives more
control and why?

3 Explain what a placebo is and how it can be used
to minimise the influence of unwanted participant
expectations or beliefs that may result from a
specific treatment received in experimental and
control groups.

4 (a) What are standardised instructions and
procedures? Explain with reference to relevant
examples.

(b) Explain how standardised instructions and
procedures can be used to minimise the
influence of participant variables and
experimenter effects.

Use of an appropriate experimental

research design

Various experimental designs can be used to minimise
the effects of potential extraneous and confounding
variables. Three of these designs are the independent
groups, repeated measures and matched participants
designs.

Independent groups

In an experiment with an independent groups design,
also called between participants, each participant is
randomly allocated to one of two (or more) entirely
separate (‘independent’) conditions (‘groups’).

The simplest independent groups design uses two
groups — most often one group as the experimental
group and the other as the control group. Many
examples of experiments with this design have been
given throughout this chapter.

Random allocation is an essential feature of the
independent groups design in order to minimise
individual participant differences. Random allocation
to the different conditions will help ensure groups are
well matched on participant variables and therefore
fairly equivalent. The bigger the groups, the more
likely it is that a uniform spread of characteristics and
abilities will be achieved. Although random allocation
does not guarantee that different conditions are entirely
equivalent in the spread of participant variables, it does
greatly reduce the likelihood of differences so that the
effect(s) of the IV on the DV can be isolated.

The independent groups design is very common in
experimental research. An advantage is that, unlike
the repeated measures design, there is not often
a need to spread out the time period between the
different conditions. This means that the experiment
can usually be completed on one occasion, which
also helps ensure participant attrition (‘dropout’
rate) is negligible. There are also no order effects

between conditions to control. However, there is

less control over participant variables than in the
repeated measures and matched participants designs,
especially when a small sample is used.

Population

Random selection ¢

Random allocation

Experimental group (IV) or Control group (no 1V)
DV DV

' :

Is there a difference in performance?

FIGURE 2.29 In an independent groups experiment,
participants are randomly allocated to either the
experimental or control group.
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Repeated measures

In a repeated measures design, also called
within participants, each participant is in both
the experimental and control conditions. This
means that the same participants are in both the
experimental and control groups. The groups
are therefore identical so individual participant
differences are controlled.

For example, suppose a researcher is interested in
investigating whether memory of a crime is better
when hypnotised. Using the repeated measures
design, all participants may be shown a video of
two robberies that are reasonably alike in detail,
once when hypnotised and once when not. For each
condition they could be given a test of recall with
20 questions about the robbery. The number of
correct answers given under each condition could
then be compared.

Population

Random selection

Random allocation

Experimental group Control group

(hypnosis) IV or (no hypnosis)
Control group Experimental group
(no hypnosis) (hypnosis) IV
Scores on test of recall Scores on test of recall
of crime video DV of crime video DV

Is there a difference in performance?

FIGURE 2.30 In a repeated measures experiment, the
same participants are in both the experimental and
control groups.

This design would give the researcher strict control
over all the possible participant variables that could
influence memory, such as individual differences
in attention, level of alertness, motivation, mood,
visual perception, prior experience, and so on.
Participant differences that may not have been
identified by the researcher as potential extraneous or
confounding variables will also be controlled because
the participants in both conditions are identical in
EVery respect.

When using repeated measures, the researcher
has to consider order effects because they are more
likely to arise for this type of design. Participants
may perform better in the second condition because
they have practised a task or gained other useful
knowledge about the task or the experiment.
Alternatively, participants’ performance may be
impaired by an order effect such as boredom or
fatigue, and they may not perform as well on the
second occasion. In either case, order effect is a
potential confounding variable because the researcher
cannot be confident about whether the IV or order
effect caused the change in the DV.

One way of dealing with order effects such as
practice, fatigue and boredom is to increase the time
between measuring the DV in each condition. For
example, participants might be in the experimental
condition one day, then return a week later for the
control condition. If this procedure is inappropriate,
inconvenient or impractical, the researcher can use a
counterbalancing procedure.

For example, as shown in table 2.3, half the participants
would follow one order (view video when hypnotised
in the experimental condition first, then when not
hypnotised in the control condition). The other half
would follow the reverse order (view video in the control
condition first, then in the experimental condition).

TABLE 2.3 Repeated measures experiment using
counterbalancing

Participant Experimental condition Control condition

1 First Second
2 Second First
3 First Second
4 Second First
5 Second First
6 First Second

The main advantage of the repeated measures
design is that any difference in performance on the
DV in each condition of the experiments is unlikely
to be due to individual participant differences because
each participant is in every condition. This design
also tends to require a relatively smaller number
of participants when compared with other designs
because the same participants are in all conditions.

CHAPTER 2 Research methods in psychology 41



42

However, the repeated measures design also has
limitations. Although this design keeps individual
participant differences constant, it does not
necessarily control all participant variables that can
influence the results. For example, participants may
guess what the experiment is about as they compare
the two conditions, creating expectations and beliefs
that lead to unnatural responses. Experiments using
the repeated measures design also have greater
participant attrition (loss) rates, especially when the
experiment is conducted over several days to reduce
participant fatigue, boredom or overload. Order
effects are more likely to occur with this design, but
counterbalancing can be used for control.

Matched participants

In a matched participants design, also called matched
groups, each participant in one condition ‘matches’ a
participant in the other condition(s) on one or more
participant variables of relevance. For example, in the
memory and hypnosis experiment, memory would be
the most relevant variable.

To create two matched groups, one for the
experimental condition and one for the control
condition, all participants could be pre-tested on
memory ability to obtain recall scores. Then, each
participant would be paired with someone else with
a similar score until all the participants had been
matched on recall.

The participants would then be randomly allocated
to a group on the basis of their test scores. For
example, the two participants with the highest
scores would be randomly allocated to the hypnosis
and no hypnosis groups respectively. Then the two
participants with the next highest scores would be
allocated to the two groups, and so on. In this way,
the two groups in the experiment would be matched
in terms of memory, thereby controlling this potential
extraneous or confounding variable.

Participants can be matched on more than one
characteristic when using this experimental design.
Matching for age, sex and mental abilities is quite
common. Randomly allocating one member of each
matched pair to a different group (condition) ensures
that each group is fairly equivalent in terms of the
spread of participant variables that can cause a
change in the DV.

The advantage of matching participants is that it
ensures that in every condition there is a participant
with very similar or identical scores on the variable(s)
the researcher seeks to control. This means that
these variables are the same across the conditions,
thereby eliminating them as potential extraneous or
confounding variables. Participant attrition is less
common than with the repeated measures design
and there is not often a need to spread out the time
period between the different conditions.

There are, however, limitations to the matched
participants design. One potential problem is that

it is often difficult and time consuming to actually
recruit participants who are sufficiently alike in
participant variables of research interest. There are
also other practical problems. For example, to find
matching participants, the researcher often has to
pre-test many individuals and/or settle for a very
small number of participants. This can be very
time consuming, especially if there are more than
two groups in the experiment. Pre-testing can also
create order effects. And the loss of one participant
through attrition means the loss of a whole pair,
triplet and so on. Pre-testing is not required for

the repeated measures design and is used in an
independent groups design only if the researcher
elects to do so.

Use of the matched participants design is often
not necessary in experimental research. Random
allocation is usually sufficient to control individual
differences of participants as it ensures equivalence of
the experimental and control groups. Consequently,
the matched participants design is not used as often
as the other designs.

Participants

Pair with highest
memory pre-test scores

Pair with next highest
memory pre-test scores

Pair with lowest
memory pre-test scores

Y Y

Experimental group Control group
(hypnosis) IV (no hypnosis) IV

:

Score on test of recall
on crime video DV

— -+

Score on test of recall
on crime video DV

Is there a difference in performance?

FIGURE 2.31 In a matched participants experiment,
each participant in one condition ‘matches’ a participant
in the other condition(s) on one or more participant
variables of relevance.
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Advantages and limitations of
experimental research

A key feature of an experiment is the researcher’s
attempts to control the conditions in which a behaviour
of interest or other event occurs, whether the
experiment occurs in a laboratory setting or in a real-life,
field setting. As well as controlling the TV, the researcher
also attempts to minimise or eliminate the influence of
unwanted extraneous variables to concentrate entirely
on the effect the IV has on the DV. Elimination of all
extraneous variables is not always possible, but control
is usually greater than in other research methods,
especially if the experiment is conducted in a laboratory
setting. Consequently, the experiment has several
advantages when compared to other research methods.
One advantage of the experiment is that the IV can
be manipulated in order to observe the effect on the DV,
therefore making it possible to test if there is a cause and
effect relationship between the IV and DV. Furthermore,
because controlled conditions are known conditions, the
experimenter can set up the experiment a second time
and repeat it to test (or ‘check’) the results.
Alternatively, the experimenter can report the
conditions of an experiment in such a precise way

that others can replicate the experiment and test the
results. Replication is very important because when
a study is repeated and similar results are obtained,
there can be greater confidence in the reliability and
validity of the results obtained.

Despite its precision, there are several limitations
of the experiment. Although a field experiment occurs
in a real-life setting and therefore has a relationship
to the real world, it is often difficult to strictly control
all variables because of the unpredictability of real-
life settings. The ability to more strictly control
variables is an advantage of the laboratory setting;
however, it is often artificial and too dissimilar to
real life. For example, bringing someone into the
unfamiliar environment of a psychology laboratory
can change their behaviour to the point where it is
not appropriate to generalise or apply the observed
behaviour to situations outside the laboratory.

Furthermore, some things cannot be measured in a
laboratory. The researcher cannot break up families, for
example, to measure the effects of family separation.
Nor would the laboratory be the best setting for testing
variables such as grief, hate or love. It may be difficult
for participants to express these emotions naturally or
very realistically in a laboratory setting.

LEARNING ACTIVITY 2.13
eBook

Summarising three experimental designs

1 Complete the following table.

: Description Advantages Limitations

Independent
groups
Repeated
measures
Matched
participants

2 For each of the following potential extraneous
or confounding variables, rate each of the three
experimental designs from 0 to 10 to indicate how

well it controls the
variable, as compared
to the other designs.
A score of 0 indicates
no control and a score
of 10 indicates perfect
control. Explain your choice of ratings.
(@) Individual participant differences
(b) Order effects

(c) Experimenter effect

(d) Placebo effect
(
(

Word copy of table

Weblink
Animation on experimental
design (independent groups)

a) Formulate a definition of experimental research.

b) Briefly describe two advantages and two limitations
of experimental research.

LEARNING ACTIVITY 2.14

Identifying the experimental design

Name the type of experimental design used in each of the
following.

1 To compare the effectiveness of different
psychotherapies for treating spider phobia, participants
with a spider phobia are allocated to one of two
treatment conditions or a control condition.

2 To study the effects of an anxiety reduction medication,
participants diagnosed with a phobia are tested before
and after they are given the medication.

3 To compare the effects of inspirational message
types A and B, participants listen to message A for

one week then complete an assessment on their
personal wellbeing. The next day they start listening to
message B for two weeks after which they complete
the wellbeing assessment.

4 To study whether meditation reduces stress,
participants’ blood pressure is measured before and
after a period of meditation.

5 A study on whether males and females are persuaded
differently by a female car salesperson.

6 For study 5, a requirement that for each male of a
particular age there is a female of that age.
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Correlational research

Sometimes, an experiment is impractical or
inappropriate to use. For example, suppose a researcher
wanted to find out how a severe psychological trauma
in childhood affects school performance. It would be
unethical to set up two similar groups of participants
and expose one of these groups to some kind of
traumatic event that would trigger a severe emotional
reaction so that its effects on a measure of school
performance could be observed. In such cases,
researchers tend to rely on existing information to
assess the ‘co-relationship’, or correlation, between the
variables of interest.

Correlational research is used to study the type and
strength of relationship between two or more variables.
Unlike experimental research, there is no attempt to
manipulate any variable. The researcher simply assesses
the relationship between the variables of interest. This is
usually done by applying a statistical technique to data
that have been collected on each variable.

For example, to study the relationship between air
temperature and occurrence of violent crimes, the
researcher could obtain existing data on both the
daily air temperature (such as maximum and minimum
temperatures) over a period of time and violent crimes
committed over this period of time, then determine the
number of violent crimes committed on very hot days.

FIGURE 2.32 Aresearcher would access existing
data to study whether there is a correlation between air
temperature and violent crime.

The term correlation is used to identify and describe
how variables are ‘co-related’. It does not indicate
whether one variable (such as air temperature) causes
another (such as violent crimes). Rather, it indicates
the direction of the relationship and the strength of the
relationship.

Direction of correlation

For any two variables which are assessed in a
correlational study, there are three possible relationships
between them: positive, negative and zero

(no relationship).

A positive correlation means that two variables vary
(‘change’) in the same direction — as one variable
increases, the other variable tends to increase (and
vice versa). For example, as age increases, vocabulary
tends to increase (and as vocabulary increases, age
tends to increase, or the lower the age, the smaller the
vocabulary).

A negative correlation means that two variables vary
in opposite directions — as one variable increases, the
other variable tends to decrease (and vice versa). A
negative correlation is like a seesaw. For example, as
self-esteem increases, sadness tends to decrease (and as
sadness increases, self-esteem tends to decrease).

A zero correlation means that there is little or no
relationship between two variables. For example, there
is no relationship between intelligence and hair colour.
These two variables can change entirely independently of
each other.

A correlation is usually described by a number known
as a correlation coefficient. This is expressed as a
decimal number which can range from +1.00 to —1.00.
The plus or minus sign describes the direction of the
relationship between the two variables; that is, positive
or negative.

A correlation coefficient with a plus sign indicates a
positive correlation. This means that high scores for
one variable tend to go with high scores on the other,
middle scores with middle scores, and low scores with
low. For example, consider the results of a correlational
study on age and problem-solving ability. If there is a
high positive correlation (say +0.75) between age and
problem-solving ability, then older people tend to be
good problem-solvers (they solved many problems in
a 20-minute period) and younger people tend to be
poor problem-solvers (they solved fewer problems in a
20-minute period).

A correlation coefficient preceded by a minus sign
indicates a negative correlation. This means that when
a score on one variable is high, the score on the other
tends to be low, and middle scores tend to go with
middle scores. For example, if there is a high negative
correlation (say —0.75) between age and problem-solving
ability, then older people would tend to be poor problem-
solvers and younger people would tend to be good
problem-solvers.

When reporting correlation coefficients for positive
correlations, researchers usually omit the plus sign from
the front of the score. However, the minus sign is always
included for a negative correlation.

Strength of correlation

The decimal number of the correlation coefficient
describes the strength of the relationship between the
sets of scores for two variables; that is, whether the
relationship is strong, moderate or weak. A correlation
coefficient which is close to +1.00 indicates a very strong
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positive correlation between two variables. A correlation
coefficient which is close to —1.00 indicates a very strong
negative correlation between two variables.

Correlation coefficients of 1.00 and —1.00 indicate
perfect correlations but these rarely occur in psychology.
A correlation coefficient which is close to 0.00 indicates
little or no relationship between two variables. For
example, 0.13 and —0.13 would be considered a weak
positive and weak negative correlation respectively.

Correlation and causation
Correlations show the existence and extent of
relationships between variables but they do not
necessarily indicate that one variable causes the other.
For example, people get older as the world rotates on its
axis. There is an extremely strong correlation between
these two factors, but it would be incorrect to assume
that the Earth’s rotation causes people to age or that
people’s ageing causes the Earth to rotate.

There are also many instances when high correlations
suggest a logical cause—effect relationship, and sometimes

Cross-sectional studies

Cross-sectional studies are most commonly used in
the study of human development, primarily to study
how one or more aspects of our development changes
over time and/or factors influencing change.

A cross-sectional study selects and compares
groups of participants on one or more variables of
interest at a single point in time. It is most commonly
used to study age-related differences. For example, to
study the use of rules in games played by children,
groups of children representing each age group from
three to seven years inclusive can be selected and
observed at about the same time. Or, to study age
differences in how much information can be held in
short-term memory, groups of people selected at ten-
year intervals from 10 to 80 year olds could be tested
and the results compared.

It is also used to study differences between groups
on other variables at a specific time; for example,
samples may be selected on the basis of one or more
mental abilities, personality type, family environment,
mental health characteristics, sleep habits, cholesterol
levels and so on.

A cross-sectional study uses an independent groups
design and is sometimes called a quasi-experiment.
However, it is not a true experiment because participants
cannot be randomly assigned to experimental and
control groups. Instead, a cross-sectional study uses
naturally formed or occurring groups. For example,
in a cross-sectional study investigating age-related
differences, the researcher can select participants from
different age groups of interest but cannot randomly
assign people to be a particular age. In addition, the
researcher observes characteristics or events that already
exist or occur naturally in a sample (or population),
without manipulating any variables.

correlations really do represent causal relationships. The
number of friends a person has may be closely related to how
happy they are. But a very high correlation doesn’t necessarily
mean that there is a cause—effect relationship because both
variables may be correlated with a third variable.

For example, there is a high positive correlation between
the number of permanent teeth in children and their ability to
answer increasingly difficult questions on intelligence tests.
It cannot be assumed, however, that having more teeth
causes increased cognitive ability. The correlation is high
because a third variable — increasing age — accounts for
both new teeth and cognitive development.

When two variables are strongly correlated, this is not
accepted by psychologists as
evidence of causation in the
absence of other research evidence.
In such cases, researchers may
test the possible cause—effect
relationship by conducting a
controlled experiment.

eBook

Weblink

The danger of mixing
up causality and
correlation 5m 57s

Advantages and limitations of
cross-sectional studies

The major advantage of a cross-sectional study

is that it can be conducted relatively quickly.
Compared to other research methods, it tends to

be easy to undertake, not too time-consuming and
less expensive. For example, a researcher can study
differences in one or more variables of interest in 5-,
10- and 15-year-olds at one time over a short period,
instead of tracking them over 10 years to complete
their investigation. In this way, a snapshot of age-
related differences can be obtained without having to
wait many years for the results.

A major limitation of cross-sectional studies is that a
cause-effect relationship between variables cannot be
tested or determined. In addition, when age differences
are studied, variables other than age can influence the
results and therefore be confounding variables.

Differences found between age groups may be
due to factors other than age such as the particular
backgrounds and life experiences of participants
in each age group. For example, genetic make-up,
number of siblings, family environment and schooling
can cause differences in a cross-sectional study of
language development in young children.

In particular, one participant variable that cannot be
controlled in a cross-sectional study is called a cohort
effect. This shows up when the researcher measures
characteristics in groups of people who were born at
significantly different times and members of each
group share life experiences associated with the
period in which they grew up or a particular event or
situation to which they were all exposed. For example,
people who are currently in their nineties experienced
childhood during the 1930s depression. They may
behave differently from 50- or 60-year-olds not because
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of chronological age differences, but because of that
particular life experience. Similarly, consider also the
fact that you have grown up during a period marked by
widespread access to the internet and use of new digital
technologies and social media, which is a different
experience from that of your parents and grandparents
when they were growing up.

The larger the differences in age between different
groups in a cross-sectional study, the greater the
potential for a cohort effect — when age differences
may be entangled with (confounded by) differences
in participants’ life experiences associated with being
born at a particular time and growing up as a member
of a particular generation.

Longitudinal studies

A longitudinal study is a long-term investigation
that tracks the same group (or groups) of people over an
extended period of time, observing changes that occur
in behaviour and/or mental processes at several points in
time. Some longitudinal studies are relatively brief, lasting
for one to two years; others can last a lifetime.

Usually, the same group(s) of participants is studied
and re-studied at regular intervals. For example,
Growing up in Australia: the Longitudinal Study of
Australian Children is being conducted by the Australian
Institute of Family Studies in conjunction with other
organisations (2015).

The study commenced in 2004 and follows the
development of 10 000 children and families from all

parts of Australia. There are two groups with about 5000
in each — families with 4-5 year old children and families
with infants aged 0-1 years.

The study is investigating the contribution of children’s
social, economic and cultural environments to their
adjustment and wellbeing. Parents, child care providers,
teachers and the children themselves provide information.
Families are visited for a face-to-face interview every two
years. Various aspects of the children’s development are also
measured, including their physical development, emotional
wellbeing, and intellectual and social development.

The longitudinal method is particularly useful in the
study of lifespan development. These studies provide
information to help psychologists understand long-term
changes in thoughts, feelings and behaviour.

Cross-sectional study

Participant’s age

FIGURE 2.33 In the longitudinal study, the same participants are tested at 5 years
different points in time over a number of years (e.g., 2000, 2005, 2010, 2015, 10 years
2020). In a cross-sectional study investigating age-related differences, different 15 years

participants in different age groups are tested at the same time (e.g. 2020).
20 years
Participant’s age 5 years 10 years 15 years 20 years 25 years

Longitudinal
study
Year of testing 2000 2005 2010 2015 _

LEARNING ACTIVITY 2.15

Review questions

1 Explain what a cross-sectional study is, with reference
to an example.

2 What is an advantage of the cross-sectional study
(other than efficiency and expediency) when compared
to other research methods?

3 (a) A cross-sectional study is sometimes referred to as
a quasi-experiment. What does this mean?
(b) Explain why a cross-sectional study cannot be used
to investigate a causal relationship between age
and another variable of interest.

4 (a) Suggest a definition for a cohort.
(b) What is a cohort effect?

Case studies

Sometimes a researcher will collect detailed information
on only a small number of people, perhaps an individual
or a small group of two or three. When this is done, the
research method used is likely to be a case study.

A case study is an intensive, in-depth investigation
of some behaviour or event of interest in an individual,
group, organisation or situation. For example, many of

the early language researchers started out by keeping
detailed diaries on the language development of

only a few children. Social psychologists have also
learnt about behaviour in small friendship groups by
conducting case studies in which they observe and
record social interactions within the same group of
people in different situations over a period of time.
An assumption is that patterns of behaviour observed
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within the group may apply to other friendship groups
made up of people of similar ages and backgrounds.
Such case studies can also suggest hypotheses that
could be tested using other research methods.

Case studies are often used when large numbers of
participants are not available for study; for example,
to study individuals with a rare or unusual disorder or
ability. The case study may involve a combination of
data collection methods. For example, an individual
may be interviewed at length. Information may also
be collected through interviews of family members,
friends and teachers or co-workers. The individual’s
medical records and school reports may also be
considered. Other sources of information can include
extensive psychological testing and observations of
the person’s behaviour.

Much of what was first known about the role of the
brain in behaviour and mental processes has come
from case studies. When used in a clinical setting for
therapeutic (or ‘treatment’) purposes, a case study is
often referred to as a case history or a clinical observation.

One early case study conducted by a
neuropsychologist involved a rare disorder called face
agnosia (Bodamer, 1947). Face agnosia is an impaired
ability to recognise faces. People with this disorder
have difficulty in recognising the faces of family and
friends or famous personalities.

The case study involved a young female who
was also unable to recognise her own face. She was
referred to as S.T in the case study report to protect
her identity. Whenever S.T looked in the mirror, she
saw a reflection of a stranger. However, S.T. knew that
she was the strange looking person because she was
the only person in front of the mirror. In one series
of tests, S.T. was asked to speak in front of the mirror
and make gestures such as a nod or a shrug. S.T' often
recognised her own voice and occasionally recognised
gestures, but her face was always completely new to
her. 8. T also had difficulty recognising animal faces.
For example, she described a dog’s face as ‘a human
face with funny hair’.

Although unable to recognise faces, S.T. knew what
a face was and could recognise and name everyday
objects such as furnishings, articles of clothing, trees,
cars and so on without difficulty. This suggested that
the area of the brain involved in facial recognition
was different from that involved in recognising
objects. Furthermore, the different brain areas
probably interacted with language and memory in
different ways.

When neuroimaging devices such as PET and fMRI
scans became available, neuropsychologists were able
to conduct experiments with individuals suffering from
face agnosia. Such experiments over the past 30 years
confirmed the conclusions of early case studies. They
have also enabled researchers to pinpoint brain areas
and structures that interact in facial recognition, object
recognition, memory and language.

FIGURE 2.34 Case studies are commonly used when
large numbers of participants are not available. For
example, eccentric behaviour has been studied using
the case study method. Eccentric behaviour refers to a
pattern of human behaviour that is viewed as very odd or
unusual within the particular society or culture in which
it occurs.

British psychologist David Weeks and his colleague
Jamie James (1995) reported 1000 case studies on
eccentrics conducted over a 10-year period and
identified characteristics common to them. They
concluded that despite the ‘deviant’ behaviour, most
eccentrics are happy, well-adjusted people who are
‘strange but sane’.

Advantages and limitations of case studies
Case studies provide a useful way of obtaining detailed
information on behaviour and mental processes. There
is usually no manipulation or control of variables.
Consequently, case studies can avoid artificiality
and provide a ‘snapshot’ of the actual experience
of one or more individuals at a particular time in a
particular situation. They can also provide insights into
how others may think, feel or behave under similar
circumstances.

Another advantage of case studies is that they
can be a valuable source of hypotheses for further
research. However, case studies cannot be used to
actually test hypotheses unless combined with the
results of other case studies of similar participants or
another research method that is suitable for testing
hypotheses.

A major limitation of case studies is their sample
size. They are commonly based on the experiences
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of only one individual or a very limited number

of individuals. The very small sample means that
case studies can usually provide only weak support
for drawing scientific conclusions. Furthermore,
generalising or applying the results to others in

a relevant population cannot be done with any
certainty whatsoever. Generalising is a bigger problem
when the case study involves someone with a rare or
unusual disorder or ability.

Case studies also have the limitation of being
susceptible to biased information from the participant
or the researcher. This can influence the accuracy
of the information that is obtained and conclusions
that may be drawn. For example, case studies
usually rely on the individuals under investigation
to provide a great deal of the required information.
Some participants may not remember clearly what
they actually experienced, or they may intentionally
change or omit information that they do not wish to
reveal for personal reasons.

Similarly, case studies are usually conducted by
one researcher. It is possible that the researcher
sees or hears what they expect or hope to see or
hear. Furthermore, the researcher is also responsible
for deciding what to include in their descriptions
and what to leave out. In writing up the case, the
researcher may select information that supports
key points or conclusions they wish to make, and
omit other points that may be just as relevant and
could have been included by another researcher
interpreting the same information.

LEARNING ACTIVITY 2.16

Review questions

1 What is a case study?

2 Give three examples of research findings or theories
that have been derived from case studies in psychology.

3 Could an experiment be conducted as part of a case
study? Explain your answer.

4 Describe two advantages and two limitations of case
studies when used for research purposes.

Observational studies

In our everyday lives we observe the behaviour of
other people and draw conclusions about them from
their actions. For example, if we notice that someone
is always quiet in class, prefers to sit by themself and
blushes when asked a question, we might conclude
that the person is shy, lacking in confidence or
withdrawn.

Researchers in psychology, however, use
observation in a more precise and planned way. For
example, they precisely describe the behaviour to
be observed, and do not jump to conclusions about
attitudes, personality characteristics, motives or other
factors that may underlie the observed behaviour.

An observational study involves collection of data by
carefully watching and recording behaviour as it occurs.
Psychologists use observational studies to collect data
in research when the behaviour under investigation is
clearly visible and can be easily recorded.

Data collection may be:

e structured: a prepared system is used to guide and
record observations; for example, a checklist of
items to look for

e unstructured: observations are made without a
predetermined format

e semi-structured: a part of the observational study
involves use of a predetermined format.

Most observational studies conducted in psychology
are structured and use systematic data collection
techniques, such as the checklist with predetermined
criteria shown in figure 2.35. A structured study
typically involves operationalising the behaviour of
interest and variables that are involved. For example,
a researcher might elect to observe ‘laughing’ as an
indicator of a participant’s level of enjoyment of a
television comedy program. To do this, the precise
facial and bodily responses to be measured must be
specified to distinguish between ‘laughing’ and other
similar behaviours, such as ‘smiling’ or ‘chuckling’

Sometimes an observational study might resemble
an experiment. For example, to investigate roles and
hierarchies (‘pecking orders’) in groups, a researcher
might ask the members of a friendship group to
discuss a controversial issue, then observe and record
who starts the discussion, who changes the topic,
who speaks, how often and for how long, and so on.
This study could occur in a controlled laboratory
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Episode

Proximity : Contact = Resistance @ Avoidance

Mother and baby play alone 1 1 1 1
Mother puts baby down 4 1 1 1
Stranger enters room 1 2 3 1
Mother leaves room, stranger plays with baby 1 3 1 1
Mother re-enters, greets and may comfort baby, then leaves again 4 2 1 2
Stranger tries to play with baby 1 3 1 1
Mother re-enters and picks up baby 6 6 1 2
The coding categories are:

Proximity The baby moves toward, grasps or climbs on the adult.

Maintaining contact The baby resists being put down by the adult by crying or trying to climb back up.

Resistance The baby pushes, hits or squirms to be put down from the adult’s arms.

Avoidance The baby turns away or moves away from the adult.

FIGURE 2.35 This checklist was used to observe and record the behaviour of 12-month-old infants in an observational study
of attachment behaviour (as indicated by responses to strangers). The infants were observed playing in a room with two
adults — the infant’s mother and a stranger. The infants’ behaviour in different situations (‘episodes’) was rated (‘coded’) on a
7-point scale according to fear categories. A rating of 1 meant ‘The infant makes no effort to engage in the behaviour’ and a
rating of 7 meant ‘The infant makes an extreme effort to engage in the behaviour’ (Ainsworth et al., 1978).

setting, or in a field setting such as a place where the
group normally meets and interacts; for example, the
school canteen or an area of the school grounds. The
researcher might also observe roles and hierarchies
in a group comprising strangers to make comparisons
with the friendship group.

Although a particular observational study might use
an independent groups design and all experiments
actually involve observation of responses, an
observational study is not a true experiment
unless random allocation is used. Furthermore, an
observational study can reveal a relationship between
two variables (e.g. group type and roles adopted by
group members), but only a true experiment can
establish a cause-effect relationship.

Natural and contrived settings
Observations may be conducted within a participant’s
natural environment or in a contrived environment.
In both settings, the researchers would wait for the
behaviour of interest to occur voluntarily and to
unfold as it usually does.

When observations are conducted within the
participant’s natural environment, the method
is commonly called naturalistic observation. In
naturalistic observation, the researcher views
behaviour in the natural, ‘real-life’ environment
where it would ordinarily occur. This is a situation
where behaviour in its genuine form would be most
likely to be observed. In addition, the researcher
conducts their observations in an inconspicuous or
‘unnoticeable’ manner so that their presence does not
influence the behaviour of interest.

For example, in a study on the development
of social behaviour, a researcher might observe
children at play in a preschool centre’s outside area

at lunchtime. They would do so from the ‘sidelines’
so that the children are not aware that they are
being observed to help ensure their presence does
not interfere with the naturally occurring, voluntary
play behaviour. The researcher may observe that
younger children tend to play alongside other
children but not actually interact with them,
whereas older children tend to interact more in
their play with other children. On the basis of these
observations, the researcher may assume that there
are different types of play in which children may
engage and that these types of play are age-related
or age-dependent.

A contrived environment is one that the researcher
creates for the specific purpose of conducting an
observational study. It is an artificial (‘non-naturalistic’)
environment for the behaviour of interest and is
sometimes referred to as a structured or laboratory
environment because of the degree of control the
researcher has over it or where the observations are
made. For example, the researcher conducting the
study on social behaviour may decide to observe
children at play in a room set up for that purpose at a
venue outside the preschool centre. Specific playthings
may be made available and strategically located
together with a table and chairs. Observations could
then be made from behind a one-way mirror so that the
children are not aware that they are being observed.
The children’s behaviour might also be video recorded
so that researchers can also record observations to help
ensure reliability of the data.

In a study on the development of social behaviour,
a researcher might observe children at play in a
playgroup situation from behind a one-way mirror
so the children are not aware that they are being
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observed. From the observations of each child’s
interactions, the researcher might make assumptions
or inferences about children’s social behaviour.

For example, the researcher may observe that
younger children tend to play alongside other
children but not actually interact with them, whereas
older children tend to interact more in their play with
other children. On the basis of these observations, the
researcher may assume that there are different types
of play in which children may engage and that these
types of play are age-related or age-dependent.

Participant and non-participant observation
Sometimes, psychologists engage in participant
observation. They actually participate in the activity
being observed and may deliberately try to be
mistaken by the participants as being part of the
group or situation being observed.

In one study that used participant observation,
the researchers had themselves admitted to several
different psychiatric hospitals by imitating the
symptoms of a severe mental illness. After they had
been admitted, they kept records of their observations
while in the hospital. Their record-keeping behaviour
was regarded by the hospital staff as being a symptom
of their mental illness (Rosenhan, 1973).

When researchers try to conceal their presence
while making observations, it is called non-participant
observation. When observations of behaviour are
made in a field setting, that is, the usual or real
world surroundings in which the behaviour occurs,
psychologists will often conceal their presence
by watching from the ‘sidelines’ For example, a
researcher might sit on a nearby bench pretending
to be absorbed in a book in order to observe people’s
reactions to a group of ‘street kids" In other situations,
psychologists might use a hidden video camera to
record events.

Advantages and limitations of
observational studies

Each type of observational study is useful under
different circumstances and has advantages and
limitations depending on the specific procedures
used, particularly the degree of structure in the data
collection technique and the observational setting.
The main advantage of observational studies,
especially naturalistic observation, is that researchers
can watch and record behaviour as it usually occurs,
without the need for any manipulation or intervention.
When people are observed in this way, they are not
influenced by perceptions that can form in artificial,
contrived environments and lead them to behave
differently from how they normally do. Sometimes,
merely being present in an artificial environment
can cause an unnatural change in behaviour. Thus,
naturalistic observation often enables researchers
to gain more accurate information about the typical

behaviours of people (and animals), both immediately
and over a longer period, than do other research
methods. When compared to research methods that
involve asking people about their behaviour, the
researcher can observe what people actually do (or
say), rather than what they say they do.

In addition, structured observations through use of
checklists and specific criteria enhance the accuracy
of data collection and therefore the results obtained.
This is a more likely outcome when the observational
setting is strictly controlled, as in a contrived
laboratory-type situation.

Another advantage of naturalistic observational
studies is that some types of human behaviour can
only be studied as they naturally occur because it
would be unethical or impractical to study them
in a laboratory situation. For example, it would be
unethical to severely deprive children in their early
life in order to observe the effect of deprivation on
behaviour in the future. Similarly, some behaviours
cannot be realistically reproduced in a laboratory.

A researcher cannot, for example, study crowd
behaviour in a laboratory. Nor could a researcher
expect to obtain valid information about how people
usually behave when they are in love by bringing
a pair of participants into a laboratory situation
and asking them to ‘be in love’ so that observations
can be made. However, since the observer does not
directly influence the behaviour being observed in
an unobtrusive observational study, it sometimes
requires a lot of time and patience to wait for the
behaviour of interest to occur. Consequently, some
observational studies can be very time-consuming.

A practical advantage naturalistic observation is that
it does not require the co-operation of participants
being observed. However, this raises the ethical issue
of not obtaining informed consent, particularly if
participant observation is required. When participant
observation is used without informed consent, a
person’s expectation of privacy can be violated.

This issue has to be weighed up against the fact that
the participants are not informed that they will be
observed in some special way so that their observed
behaviour is more likely to be true to life.

Another limitation of an observational study is
that it can be difficult to determine the causes of
the behaviour of interest that is observed, because
many factors may influence that behaviour. This
is especially the case in a natural environment.

For example, the researcher observing aggressive
behaviour from the sidelines outside a King Street
night club will often not be able to determine with
certainty why people become aggressive towards

one another when a skirmish or fight breaks outs
unless they intervene in some way; for example, by
interviewing those involved. The true factors that
control a particular behaviour could be ones of which
the researcher is not immediately aware.
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A potential limitation of any observation procedure
is observer bias, which is a type of experimenter bias. It
is possible, for example, that researchers sometimes
unconsciously distort what they see so that it
resembles what they hope to see, even when they are
using structured formats. Researchers who collect the
data must be trained to observe and record accurately
in order to minimise the influence of their personal
biases. Furthermore, when recording participant
responses or making detailed notes as part of the
observation process, the researcher may neglect to
record certain behaviours that they either judge to
be irrelevant or do not actually see. To overcome
these limitations, researchers often use two or more
observers for data collection and check for inter-rater
(‘inter-observer’) reliability. This procedure usually
results in a more complete and accurate set of data
than one observer could obtain alone.

Another limitation of naturalistic observation in
a field setting is that it can be difficult to determine
the causes of observed behaviour, because there are
many factors which may influence that behaviour.
For example, a researcher could not determine
through observation alone why some children become
aggressive towards others in the school yard.

A potential limitation of any observational study
is the experimenter effect involving observer bias. It
is possible, for example, that researchers sometimes
unconsciously distort what they see so that it
resembles what they hope to see. This is especially
a potential problem with participant observation
because the researcher can unintentionally cause
participants to behave in the expected way. However,
the use of observation checklists or score sheet such
as that in figure 2.35 can help minimise observer bias.

Finally, in making detailed records if required as part
of the observation process, psychologists may neglect
to record certain behaviours which they either judge to
be irrelevant or do not actually see. To overcome this
limitation, when using observation, researchers may
use a team of trained observers, then compare their
notes to identify common points or themes. This often
results in a more complete and accurate set of data than
one observer could obtain alone.

LEARNING ACTIVITY 2.17

Review questions

1 (a) What is an observational study?
(b) Give an example of an observational study
with an independent groups design, but not an
example from the text.
(c) Explain why this study would not be considered
to be a true experiment.
2 Distinguish between each of the following.
(@) A naturalistic and a contrived observational study
(b) Structured and unstructured observations
(c) Participant and non-participant observations

Self-reports

A self-report is the participant’s written or spoken
responses to questions, statements or instructions
presented by the researcher. For example, a self-
report may be responses to questions about bullying,
romantic relationships or thoughts when daydreaming,
to statements in rating scales measuring the extent of
their agreement or disagreement on asylum seeker
policy, or diary records on sleep habits or homework
activity kept in response to a researcher’s specific
request. In most cases, one person’s self-report is
compared with those of others responding to the same
questions, statements or instructions.

Assuming that the participants are honest, understand
the questions, can accurately recall what they have been
asked about and are able to give sufficiently detailed
accounts of the thoughts, feelings or behaviour under
investigation, self-reports can provide useful data on
virtually any topic of research interest.

Questionnaires, interviews and rating scales are
the most commonly used self-report methods. All
use questions or statements requiring participant
responses, but they are often distinguished in terms
of how the questions or statements are asked and
answered. For example, a questionnaire usually
involves asking and answering questions in writing,
whereas an interview usually involves asking and
answering questions orally. However, this is not a
fixed ‘rule’. Sometimes, a researcher may prefer to
orally ask the questions in their questionnaire.

Although questionnaires, interviews and rating
scales can be used exclusively or in combination to
collect self-reports, they are also commonly used to
collect additional data as a part of research studies
using other method, such as experiments, case studies
and observational studies.

Questionnaires

A questionnaire is a written set of questions designed

to draw out self-report information from people on a
topic of research interest. It has a structured format and
the questions are usually answered by participants in
writing, at their own pace and without supervision.

Questionnaires are most often used when responses
are required from a large number of participants; for
example, as part of a survey. They are an efficient
way of collecting self-reports because a researcher
can administer the questionnaire via surface mail,
over the phone, the internet, or at the same time to a
group who are located in the one place, such as in a
school or workplace.

By guaranteeing anonymity to participants, written
questionnaires can be a useful way of collecting self-
report data that people are not willing to disclose
publicly, such as ambitions, motivations, fantasies,
sexual behaviour, gambling behaviour, addictive
behaviour, socially unacceptable behaviour and illegal
behaviour.
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Interviews
An interview usually involves questions that are asked
by the researcher with the aim of obtaining self-report
information on a topic of research interest. Interviews
are most often conducted with individuals, in a
face-to-face meeting or sometimes by phone. They
usually require spoken answers to questions and are
rarely used with large samples as data collection
would require a considerable amount of time. Unlike
questionnaires, which are usually structured,
interviews may be structured, unstructured or
semi-structured.

In a structured interview, the participant is asked
specific, pre-determined questions in a _
controlled manner. The most structured Bl AN
interview is when the interviewer
simply reads closed-ended questions to
participants and records their answers.
The interviewer follows a script and the
questions are read in a neutral manner
with no comments or cues. This is
done to ensure that all participants are
treated in the same way and demand
characteristics are minimised. A less
structured interview may use open-
ended questions, but the researcher will
follow a script to ensure consistency
across all participants.

In an unstructured interview, the
researcher has an overall aim of
what data should be collected but the
questions asked can vary widely from
participant to participant. There is also
freedom of discussion and interaction

between interviewer and participant. For example, the
interviewer may ask additional questions to follow up
on a participant’s response.

A goal of unstructured interviews is to allow people
to describe their thoughts, feelings and behaviour in
their own way using their own terms. This is different
from structured interviews (and questionnaires) for
which participants have to use the questioner’s terms
and concepts to describe how they think, feel or behave.
However, this also means that the data collected through
unstructured interviews is much more detailed, has far
less structure, and is therefore more difficult to analyse,
summarise and describe for reporting purposes.

| | AW

FIGURE 2.36 An interview is often a face-to-face discussion between
a researcher and an individual for the purpose of obtaining detailed
information.

Free-response and fixed-response
questions

When using a questionnaire or interview to collect self-
report data, the researcher may choose to use free-
response and/or fixed-response questions.

Free-response (or open-ended) questions require
respondents to describe their thoughts, feelings or
behaviour ‘freely’ in their own words. For example, the
researcher might ask a question such as, ‘How do you
feel when you are confronted by a barking dog?’ or ‘Why
do you draw graffiti on trains?’ These kinds of open-
ended questions enable participants to provide detailed
responses without being restricted to giving answers
that fit into pre-determined categories (such as those of
fixed-response questions). Furthermore, free-response
questions enable the researcher to ask questions of
clarification or follow-up questions as participants give
information about the thoughts, feelings or behaviour
under investigation.

With this, however, comes a limitation. Answers to
free-response questions are often difficult to summarise
or score. This makes it harder for researchers to
statistically analyse, describe and interpret the
data obtained.

To avoid or overcome this limitation, researchers often
ask fixed-response questions. Fixed-response (or closed)
questions usually provide a respondent with a number of
‘fixed’ alternative answers from which they are required
to choose.

Examples of such questions are ‘Have health warnings
on cigarette packets led you to cut back on smoking: Yes,
No, Undecided?’ and ‘How much time do you usually spend
on Facebook each night: 0-30 minutes, 30-45 minutes,

45 minutes—1 hour, 1-2 hours, more than 2 hours?’

Answers to fixed-response questions are usually easier
to interpret than are answers to free-response questions.
In addition, because fixed-response questions provide
specific alternatives from which the participant chooses,
the researcher can accurately and concisely summarise
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and describe the responses numerically. For example,
a ‘0-30 minutes’ response to the Facebook question
can be assigned a score of 1, ‘30-45 minutes’ a score
of 2, and so on. Furthermore, the same scores can

be reliably assigned to all other participants who give
these responses and all responses can be efficiently
analysed, described and interpreted using statistical
procedures and tests.

FIGURE 2.37 Answers to fixed-response questions
about health warnings on cigarette packets will probably
be easier to interpret than answers to free-response
questions.

Rating scales

Arating scale uses fixed-response questions or
statements for which participants rank (‘rate”) each
item by selecting from a number of choices. They may
be used to get data on any behaviour or mental process
about which a participant can provide information.

For example, participants may be asked to rate their
level of happiness or sadness, how often they feel lonely,
how much they like meeting new people, how easy it is
to fall asleep, how tired they are when the alarm sounds
in the morning, their level of stress when lining up to
enter an exam, their confidence in an answer to an exam
question, or their attitude to capital punishment. The
questions or statements to which participants respond
are usually related as they have been devised by the
researcher for the topic or issue under investigation.

Responses are typically assigned numerical values
which enables answers to be quantified (converted to
numbers) for summary, analysis and interpretation.
The rating scale is like a multiple choice test, but
the answer options represent levels or degrees of a
particular characteristic. The best known and most
commonly used rating scale is the Likert scale. This
consists of about 20 questions or statements to which
the participant responds using a five-point scale. It
is most commonly used to measure attitudes. For
example, in a study on attitudes to war, a Likert scale

statement could be ‘War is sometimes necessary to
maintain justice’. Participants may then be required to
rate their answers by selecting one response from five
options ranging in strength, such as strongly agree, agree,
neither agree nor disagree, disagree or strongly disagree.

Researchers have several choices in selecting
how answers should be indicated on the five-point
scale — for example, ticking or crossing a blank space,
circling a number or underlining a response. Each of
the responses has a numerical value (e.g., from 1 to 5)
and the respondent’s attitude is defined as the sum
(total) of these values. A Likert scale for measuring
attitudes towards illegal drugs could include
statements such as those shown in box 2.4.

When developing a Likert scale, half the attitude
statements are worded in a positive way and half are
worded negatively. For statements 1, 3 and 5, the answers
would be scored as follows: SA=1, A=2 N=3, D=4 and
SD =5. For questions 2, 4 and 6, the answers would be
scored in reverse: SA=5,A=4, N=3, D=2andSD=1.

When a respondent has completed the Likert
scale, all of the responses are scored and a total is
calculated. The result is a score on the attitude or
whatever else was measured. Generally, the higher
the score, the more favourable the attitude. Box 2.5 on
page 54 describes how to construct a Likert scale.

BOX 2.4

Sample items in a Likert scale for measuring attitudes towards illegal drugs

Circle your response to each statement below.

1 The use of illegal drugs is amajor SA A N D SD
social problem in Australia today.

2 There should be no restrictions
on using illegal drugs as long as
the individual using them does not
harm anyone else.

3 Laws should be strictly enforced
regarding the use of illegal drugs.

SA° A N D SD

SA A N D SD

4 ltis an invasion of privacy when SA A N D SD
law enforcement authorities search
people suspected of carrying
illegal drugs.

5 Individuals using illegal drugs SA
should be punished severely.

6 In the privacy of their own homes, SA
individuals should be allowed to use
any illegal drug they desire.

A N D SD

A N D SD

SA = Strongly agree A = Agree

N = Neither agree nor disagree

D = Disagree SD = Strongly disagree |
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How to construct a Likert scale

The following steps enable you to construct a Likert scale
to collect quantitative data for your own research on an
attitude. Although your scale is likely to be a useful measure
of an attitude, it will not be valid or reliable. This means that
you will have to be careful with the conclusions you draw
from the results obtained.

Step 1
Identify an attitude towards an object, group, issue or
event of interest or importance to you.

Step 2

Write a list of different aspects of the attitude topic. For
example, the Likert scale on illegal drugs in box 2.4

is based on aspects such as crime, punishment, civil
liberties, privacy laws and impact on Australian society.
If you have difficulties in generating a list, you may find it
helpful to discuss your topic with others.

Step 3
Use your list to develop a group of attitude items
(questions or statements) on the topic. Although
Likert scales usually contain about 20 items, you
should consider a scale based on about six or eight
items. Generally, the list should consist of items
which deal with different points of view on the topic.
Consider the following guidelines for writing Likert
scale items.
Write items that are unlikely to be agreed with by
everyone or no-one. About half of your items should
be favourable towards the topic and the other half
unfavourable. The more effective items will be those
that tend to push respondents towards the strongly
agree or strongly disagree ends of the scale. Try to
avoid including items which are neutral and likely to
cluster responses in the uncertain category (that is,
‘neither agree nor disagree’).
Use simple, clear language that is suited to the
experience, age, and cultural and educational background
of the participants whose attitudes you are measuring.
Write your items in such a way that they are
unambiguous and only one interpretation is possible.
Write each item so it contains only one complete idea.
Avoid using words such as ‘all’, ‘always’, ‘none’
and ‘never’.

Advantages and limitations of self-reports
Self-reports such as questionnaires, interviews and
rating scales are widely regarded as useful techniques
for collecting any type of data on how people think,
feel and behave. In particular, they can be an efficient
means of collecting data from a large number of
people in a relatively short period of time.

By guaranteeing anonymity, questionnaires in
particular provide a means of collecting self-report
data on ‘sensitive’ or controversial topics that many
people are not willing to disclose publicly, such as in
an unstructured oral interview. However, like other
self-reports, they rely on the assumptions that people

Step 4
When you have written your items, trial (‘test’) them with
people who will not be a part of your sample but who have
personal characteristics in common with those likely to be
in your sample. This will assist you to identify problems with
your items which you may not have noticed.
Form your items into a list, with columns for
respondents to indicate whether, and to what extent,
they agree or disagree with each item. Randomly
distribute positive and negative items in the list to avoid
a pattern of responses.
Present the items in a questionnaire format. The
questionnaire should have a short introduction that
includes instructions for respondents. For example:
‘Here is a list of statements about. .. Please read each
statement quickly but carefully, then indicate whether you
agree or disagree with each one by putting a circle around:
SA = Strongly agree

A = Agree
N = Neither agree nor disagree
D = Disagree
SD = Strongly disagree.’
Step 5

Make several copies of your questionnaire and test
your questions again by asking two or three people
with similar backgrounds to those in your sample to
rate each response.

Determine their scores for each response and then
calculate their score for the entire scale. Score responses
by allocating 1 for the most negative response, through to
5 for the most positive response for each item.

Analyse the responses to
determine which items you
should include in the final scale.
The best items are those that
have a very high or very low
relationship with the total score
for all items. You may wish

to rewrite or even replace items that seem to cluster
responses in the neutral/unsure category.

eBook

Weblink

Survey Monkey to
create free online
self-report tools

Adapted from Grivas, J., & Lawrie, P. A. (1991).
Psychology: Experiments and Activities. Marrickville, NSW:
Harcourt Brace Jovanovich, pp. 401-403.

are actually willing to answer all questions and that
they will give accurate answers. We cannot always
reliably recall or communicate information about how
we think, feel or behave.

Another limitation of self-reports is social
desirability. People may intentionally give false or
misleading answers to create a favourable impression
of themselves. For example, with socially sensitive
issues such as attitudes to ‘boat people’, Aboriginal
land rights, same-sex marriage and cruelty to animals,
people sometimes give socially desirable responses
instead of reporting their true attitudes. They want
to appear likeable, to have a ‘social conscience’, or to
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look good, so they present attitudes which encourage
others to see them in a positive way.

Alternatively, the participants may be embarrassed
to report their true attitudes or feelings, especially
for very personal topics. Furthermore, in self-reports
based on interviews, the interview situation may
be a source of experimenter effect whereby the
interviewer’s personal biases and prejudices influence
how questions are asked and how the respondent
answers them.

Even when researchers make careful use of
random sampling, they need to consider the
possibility of a type of sampling bias known as
non-response bias. For example, if only a small
percentage of randomly sampled people agree to
respond to a questionnaire, it is quite likely that
those who did respond will be different than those
who refused or did not bother to participate.

Self-reports are language dependent so there are
limitations when used with young children, adults
with English speaking backgrounds but with weak
literacy skills, people from non-English speaking
backgrounds who have yet to learn English well
(unless translated) and people with a severe
intellectual disability. Generally, they are best used
with people who have well-developed language skills,
although interpreters and skilful interviewing can
help overcome communication barriers.

When comparing the advantages and limitations of
different self-reports, it is important to take account
of the type of data that will be collected and the
type of question used. Generally, questions that
allow free, open-ended descriptive responses (a type
of qualitative data) give answers that are richer in
detail. However, these responses are often difficult
to summarise and statistically analyse. Questions
with scoreable fixed responses (a type of quantitative
data) enable more precise and efficient statistical
summaries and analyses.

LEARNING ACTIVITY 2.18

Summarising three self-reports
Complete the following table.

Description Advantages Limitations

Self-report
Questionnaires

Interviews
Structured
Unstructured

Rating scales

eBook

Word copy of table

FIGURE 2.38 Self-report methods of data collection
provide useful information about human thoughts,
feelings and behaviour. However, they rely on
participants having well-developed language skills and
being able to accurately recall and state the information
required of them.

LEARNING ACTIVITY 2.19

Selecting an appropriate research method

For each of the following topics, decide which research
method(s) — experiment, cross-sectional study, case
study, observational study or questionnaire/interview —
would be the most appropriate for undertaking the
investigation and briefly explain why.

1 Investigating why someone with great potential gave
up their career for a job they don’t really like so that
they can spend more time with their family

2 |nvestigating differences in use of game apps by
2-, 3- and 4-year-olds

3 Investigating how young adolescents behave on their
first date

4 Investigating whether people will obey a person in
authority who ordered them to hurt another person

5 Investigating whether boys and girls in preschool
have different preferences for book reading

6 Investigating differences in the diets of adolescents
who jog regularly and those who do not jog at all
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TYPES OF DATA

All psychological research involves collection of
information. In research, the information which

is collected is called data. The data is empirical
evidence that will form the results of the study and be
the basis of the conclusions that will be made.

Data can take different forms. The type of data collected
is determined by the specific kind of research method
used. For example, questionnaires and interviews often
provide data in the form of words, whereas data collected
in experiments is usually in the form of numbers.

There are many ways of classifying data. We consider
the distinctions between primary and secondary data
and qualitative and quantitative data in relation to
psychological research.

Primary and secondary data

Primary data is data collected directly by the researcher
(or through others) for their own purpose, usually to
test a hypothesis. It is collected from the source and is
sometimes described as ‘first hand’ data. For example,
you will collect primary data when you conduct an
experiment to test a research hypothesis for a practical
activity. You will also be collecting primary data if
you interview people as part of a survey. The primary
data will be the participants’ responses. Their original
responses may also be called raw data because they have
not been processed. Raw data is a type of primary data.

When you summarise your data as a table or
convert it to percentages, it will still be primary data
because you are the researcher who collected and
processed it. You have also retained control over it.

When someone else accesses your primary data, you
lose control over it because they can manipulate or use it
in whatever way they want for their own purpose. It will
be secondary data for the other person.

Secondary data is data that has been collected by
someone other than the original user for their own

purpose. It has been collected by ’
some other individual, group or

organisation and will not be used
for the first time, which is why it

is referred to as ‘secondary’ (like
second-hand). For example, when
you access data in a journal, book
or at a website for your self-directed
research investigation in Unit 1,

then you will be using secondary
data. The Australian Bureau of

Statistics is a widely used source of
secondary data, as are the results
reported by researchers in journal
articles.

The main difference between
primary and secondary data is in
who collects the original data. Both
types of data have their advantages
and limitations.

Primary data offers tailored information sought
by the researcher to test a hypothesis on a topic of
their choosing. To the researcher, there is little doubt
about the quality of the data collected. They are also
responsible for the quality of their data, but it can be
time-consuming to collect and process.

Secondary data tends to be readily available and
can usually be accessed in less time, especially if
you know where and how to look. There can be
uncertainty about its quality because it was collected
for another purpose and there is often a need to comb
through it to find what you're looking for.

Qualitative and quantitative data

Primary and secondary data may be qualitative or
quantitative. The majority of studies referred to in this
text use quantitative data. This reflects the preference
for quantitative data in most psychological research.
Qualitative data is information about the ‘qualities’
or characteristics of what is being studied. It may be in
the form of descriptions, words, meanings, pictures and
so on. It can describe any aspect of a person’s mental
experiences or behaviour; more specifically, what
something is like, or how something is experienced.
Qualitative data may be collected as written
or verbal statements made by participants, or as
descriptions of behaviour observed and recorded by
the researcher. For example, a researcher studying
self-esteem in young children may collect qualitative
data through an interview by asking children open-
ended questions related to their self-esteem. Likewise,
a researcher interested in learning about the factors
that enable some people to cope better than others
with personal trauma may collect qualitative data
through a questionnaire involving participants’
responses about how they felt in a specific traumatic
situation and how they dealt with their feelings.

-
e

FIGURE 2.39 Qualitative data may be collected through research on the life
experiences of refugees and asylum seekers in a detention centre.
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Quantitative data is numerical information on the
‘quantity’ or amount of what is being studied; that is, how
much of something there is. It may be raw data that have
notbeen analysed in any way, such as lengths or weights
of prematurely born infants, or percentages of participants
who respond with ‘Yes’ or ‘No’ to survey questions, or the
mean reaction time of participants when a light is flashed
onto a screen in an experiment, and so on.

All types of mental experiences and behaviours can
be described in quantitative terms, as quantities or
numbers. For example, in a survey, a question might
ask participants to use a five-point scale to rate their
feelings on issues such as compulsory school uniform
or the persuasiveness of a particular advertisement.

Information about individuals’ scores on a range
of psychological tests such as intelligence tests,
personality tests and various ability and interest tests
are also provided as quantitative data. In addition,
data collected during experiments are typically
collected in a numerical form and are therefore
usually quantitative.

The use of numerical data makes it easier to summarise
and interpret information collected through research. This
is why quantitative data is often preferred to qualitative
data, although this does not mean that qualitative data is
less important or less useful than quantitative data.

Experiments can produce qualitative data as well
as numbers. For example, consider the Stanford
Prison Experiment conducted by Zimbardo (1972)
(see pages 397-9). Zimbardo observed, described
and reported common and unusual behaviour and
verbal responses of the ‘prisoners’ and ‘guards’,
often referring to specific examples (qualitative
data). However, Zimbardo also measured the extent
to which the ‘prisoners’ were prepared to obey the

demands of the ‘guards’ and reported his observations

in the form of graphs and tables (quantitative data).
Although qualitative data is typically expressed

in the form of words, it can be converted into

a quantitative form. For example, participants’

responses to open-ended interview questions about

their thoughts and feelings when they are anxious

could be summarised as numbers based on the

frequency (‘how often’) or intensity (‘how strong)

with which certain feelings are reported.

-

FIGURE 2.40 In this experiment involving animal learning,
an electronic recording device is used to collect quantitative
data on the frequency of responses made by the rat when a
specific brain area is activated.

BOX 2.6

Objective and subjective data

Objective data is information that is observable, measurable,
verifiable and free from the personal bias of the researcher.
For example, the data can be seen, heard or touched
(observable), counted or precisely described (measurable),
could be confirmed by another researcher (verifiable) and is
factual (free from personal bias). All scientifically conducted
investigations target collection of objective data.

Data collected through a strictly controlled experiment
in which observations and measurements are planned,
precise and systematic is considered objective. So is
data collected using an assessment device that yields a
score, such as an intelligence or personality test.

Automated and mechanical devices can also be used
to collect objective data. For example, an instrument that
shows underlying physiological activity in measurable
form, such as an EEG which records brain wave activity,
provides objective data.

Sometimes researchers collect information about
behaviour or mental processes that cannot be directly

observed; for example, sexual behaviour or criminal
acts. In these cases, researchers tend to rely on self-
reports — participant responses to questions asked by
the researcher. This information will be subjective.

Subjective data is information that is based on personal
opinion, interpretation, point of view or judgment.
Unlike objective data, this data is determined by the
research participants and often cannot be verified by
the researcher. It is often biased, can vary from person
to person, day to day from the same person, and is not
always entirely accurate.

When using subjective data, researchers assume
that participants are honest, can accurately recall what
they are asked to describe and are able to give detailed
accounts about their thoughts, feelings or behaviour.

Although subjective data may be more detailed than
that available from more scientifically rigorous methods
under controlled conditions, it tends to be difficult to
interpret accurately when compared with objective data
(which is usually quantitative).
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LEARNING ACTIVITY 2.20

Review questions

1 (a) Distinguish between primary and secondary data
with reference to an example of each data type.
(b) Define the terms qualitative data and quantitative
data with reference to examples that are not used
in the text.

2 (a) Indicate whether the data collected in each of the
following research studies is primary or secondary
data. Explain your answers.

(i) Audio recordings of a student’s description of
the effect of background noise on their ability to
learn previously unseen material

(i) A student’s ratings on a seven-point rating
scale used to assess how much background
noise affected their ability to learn previously
unseen material

(iiiy A newspaper article reporting psychological
research

(iv) A documentary on a controversial
psychological experiment narrated by the
experimenter

(v) Records of whether people who wear glasses
can read more quickly than people who do not
wear glasses

(b) Indicate whether each of the following research

designs will obtain qualitative or quantitative

data, or both.

(i) Conducting an experiment to investigate
whether having regular rest breaks during
a prolonged study session improves
performance on a test

(i) Observing the social interactions of students in
a study group using pre-determined items on an
observation checklist

(ili) Organising a small number of participants into
a discussion group to study the experience of
sexual discrimination in the workplace

(iv) Using a written questionnaire with closed-ended
questions (e.g. Yes/No) to survey a large number
of bushfire victims who may be experiencing
post-traumatic stress disorder

(v) Observing the effects of using a treat as a
reward to teach a dog to sit on command

LEARNING ACTIVITY 2.21

Media analysis of psychological
research reporting

Locate a newspaper, magazine or internet article that
reports psychological research. Make a copy of the
article so that it can be presented on an A3 sheet of
paper or within PowerPoint. If required, reduce the size
of the article but ensure it is still legible.

Using point form and lines, arrows or shapes to or
around relevant information, complete the following
tasks on the article.

1 Identify the research method used to collect data.
2 Suggest a possible research hypothesis if not stated.

3 Identify the data type(s) collected e.g. qualitative,
quantitative.

4 Identify the sample and sample selection procedure
(if stated).

5 (a) Outline the main finding(s) of the study reported
in the article.
(b) Comment on information that should have
been included in the report to enable the
reader to judge the accuracy of the reported
findings.
6 Suggest a potential limitation of the research, taking
account of possible sources of bias and potential
extraneous and confounding variables.

ORGANISING, PRESENTING AND
INTERPRETING DATA

When data have been collected to test a hypothesis,
the researcher must decide whether the results
support or do not support the hypothesis. The
researcher must also draw a conclusion(s) relating

to the hypothesis. This conclusion(s) must be

based on the results obtained and limitations of

the conclusions should be identified, described and
explained. Reasons must be suggested about why the
particular results were obtained and what they mean,
including whether they can be applied to other groups
or situations. In addition, suggestions for further
research and evidence are often made.

To support all of these requirements, researchers
use statistics to analyse (‘break down’) and describe
the data they collect. They also use statistics to help
organise, present and interpret (‘make sense of’) the
results obtained from their research.

Two main kinds of statistics are used in
psychology — descriptive statistics and inferential
statistics. Descriptive statistics are used for
analysing, organising, summarising and presenting
results. They include calculations such as
percentages and mean scores, and preparation of
tables and graphs. Inferential statistics are used for
interpreting and giving meaning to results. Like
descriptive statistics, inferential statistics involve the
use of mathematical procedures. However, unlike
descriptive statistics, inferential statistics involve
judgments about the results.
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Descriptive statistics

Suppose that a researcher is interested in studying
whether body image (a person’s ‘view’ of their

body) changes during puberty and adolescence. The
researcher might give a body image rating scale to

ten 10-year-olds, ten 12-year-olds, ten 14-year-olds,

ten 16-year-olds, ten 18-year-olds, ten 20-year-olds

and ten 22-year-olds. Each research participant would
be required to make a judgment about their physical
appearance using a rating scale ranging from 1 to 10,
with 1 being equivalent to very unattractive, 5 to neither
attractive nor unattractive and 10 to very attractive. In
all, there would be 70 bits of data (i.e., ratings) about the
body image of participants in different age groups. How
can the researcher make sense of all these different bits
of information so that meaningful conclusions about
body image and age can be drawn?

The first step would be to use descriptive statistics
to analyse, organise and summarise the data so that
it can be described and interpreted. It is difficult to
draw conclusions about whether (and if so, how) body
image changes with age by looking at 70 individual
ratings. Thus, in order to compare the body image
ratings of the seven different age groups to determine
whether there is a change with age, the data for each
group could be summarised and presented in a table.

Tables

A table is an orderly arrangement and display of
data in columns and rows. The columns and rows
are usually identified by names (or ‘headers’) that
assist in making comparisons. Some conventions
(standards) for tables used in psychology are:

e All tables should be consecutively numbered e.g.
Table 1, Table 2.

e Each table should have an individual title that is
italicised (except the word ‘Table’ and its number)
and has each word in the title capitalised (except
words such as ‘for’, ‘of’, ‘in’, ‘and’, ‘with").

e The title should be a clear statement which
explains what the table is about without being too
long; for example, Mean Body Image Ratings of Each
Age Group.

e The table number and title should be on separate
lines with the table number above the title.

For example:

Table 1

Mean Body Image Ratings of Each Age Group

- Each column should be identified using a
descriptive header.

- The first letter of each header in the table should
be capitalised.

e The reader should be able to quickly work out what
the table is about and comparisons of data should
be easy to make.

- In the research report, essay or other document,
the word table is capitalised whenever referring
to it, e.g. ... as shown in Table 1.

Table 2.4 below provides some order to the data
on body image ratings by organising the ratings into
different age groups.

TABLE 2.4 Raw data — participant ratings

Age group

(years) Participant ratings

10 5 2 8 7 5 6 10 3 6 7
12 7 3 6 7 5 4 2. 8 4 1
14 9 7 5 5 3 1 1 4 2 9
16 6 7 4 3 8 2 1 © 4 2
18 4 1 7 2 3 8 6 1 9 4
20 6 8 7 8 2 9 7 8 7 7
22 8 7 4 7 7 7 8 6 8 8
HOWCVCT, comparison of ratings across the age

groups is still difficult because the data have been
inadequately summarised. To enable the ratings of
different age groups to be compared, a single number
that summarises all the data for each age group would
be calculated.

For this investigation, the researcher could calculate
the mean rating for each age group. The mean scores
could be used to describe the ‘average’ body image rating
for each age group and would enable the researcher
to compare the different age groups. This is shown in
table 2.5. The mean is another type of descriptive statistic.

TABLE 2.5 Mean body image ratings of each age group

Age group (years) Mean scores

10 5.9
12 4.7
14 4.6
16 4.6
18 4.5
20 6.9
22 7.0

In this section we consider the descriptive statistics
specified for study in VCE Psychology. Note that this
textbook uses its publisher’s conventions for tables
(and graphs), not the conventions used in psychology
for formal research reports.

Graphs
A graph is a pictorial representation of data. Graphing
or plotting data typically involves the use of two
lines (axes) drawn at right angles to one another. The
horizontal line is the X axis and the vertical line is the
Y axis. The point where the axes intersect is called
the origin (0). Generally, the frequency (for example,
the number of cases or amount of something) is
plotted on the Y axis. The unit of measurement (for
example, time, weight) is plotted along the X axis.
Graphs are best used to show patterns or trends in
the data collected; for example, how often a response
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is made, how aspects of behaviour change over time

or as a research participant’s experience changes.
Various types of graphs display data in different

ways. The kind of graph used depends mainly on

the type of data collected and what needs to be

displayed. Among the more commonly used graphs

in psychology are bar charts and line graphs. In
psychology, graphs are more formally referred to as

‘figures’ (along with drawings, photos and any type of

illustration).

As with tables, there are conventions for presenting
graphs. These include:

e All graphs should be consecutively numbered
e.g. Figure 1, Figure 2.

e Each graph should have an individual title. The title
is not italicised, but the word Figure and its number
are e.g. Figure 1. Reaction time of each age group.
The title should be a clear statement that explains
what the graph is about without being too long.

e The number and title are both on the same line and
shown below the graph.

e Both the horizontal and vertical axes must be
labelled clearly and indicate what is plotted.

e The reader should be able to quickly work out what
the graph is about.

Bar charts

One type of graph is the bar chart. A bar chart is a
graph which uses a series of discrete (separate) bars

or rectangles adjacent (next) to, but not touching one
another, to enable comparisons of different categories
of data. The bars can be positioned horizontally

or vertically. One axis is used to show the types of
categories (e.g. age, sex, type of response) and the other
category is used to show the frequency with which each
category occurs (e.g. how often, how much).

One important feature of a bar chart is that each
of the categories shown in the graph is separate and
there is no continuation between one category and
the next; for example, there would be separate bars for
data about female participants’ responses and male
participants’ responses. Each bar is the same width and
has a small space between it and the next bar.

Figure 2.41 shows an example of a bar chart.
Researchers who studied the type of play in which
four- to five-year-old children engaged recorded the
type and amount of time children spent participating
in each type of play at a kindergarten over a one-
week period.

The type of play in which children engaged was
categorised according to American psychologist
Mildred Parten’s (1932) system for classifying play
behaviour. Parten described four main types of
play: solitary play, when the child plays alone and
independently; parallel play, when the child plays
alone and independently alongside, but not with,
other children; associative play, when the child plays
with other children in a similar activity, but in their

own way; and cooperative play, when the child plays
with other children at the same activity.

The researchers were testing the relevance of
Parten’s theory among children today. They added a
further category called unoccupied play which was
observed when the child did not engage in any play at
all for a period of time.
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FIGURE 2.41 Example of a bar chart showing results
of a study on play types

Sometimes a bar chart is used to present values or
scores for two different categories within each bar.
For example, figure 2.42 shows mean scores on a test
of memory (recall) obtained by males and females of
different ages.
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FIGURE 2.42 Mean scores on a test of recall obtained
by males and females of different ages
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LEARNING ACTIVITY 2.22

Representing data using a bar chart

A researcher obtained data from a group of university
students on the relaxation techniques they found to

be most effective for minimising anxiety experienced
prior to exams. The raw data are described in table 2.6
below. Present these data:

(@) in another table that summarises the raw data

(b) in a bar chart.

TABLE 2.6 Types of relaxation techniques used

Participant Relaxation technique

1 Meditation
2 Drinking coffee
3 Drinking coffee
4 Listening to music
5 Exercise
6 Meditation
7 Sleeping
8 Listening to music
9 Exercise
10 Listening to music
1 Exercise
12 Sleeping
13 Meditation
14 Drinking coffee
15 Exercise
16 Exercise
17 Meditation
18 Sleeping
19 Sleeping
20 Listening to music

Line graphs

A line graph uses points connected by lines to show
how one variable changes (e.g. reaction time) as
another variable changes (e.g. a person’s age, group
size and time taken to complete a task) as shown in
figure 2.43.

When used to show the results of an experiment,
the horizontal, or X, axis usually has the independent
variable plotted on it, with the numerical value of
the data increasing from left to right along the axis.

A line graph that describes the relationship between
group size and time taken to complete a task would
list the group size in terms of the number of members

of the group on the X axis, in intervals; for example,
beginning at two, then three, four people and so on.
One important feature of a line graph is that the
variable plotted on the X axis is continuous; that is,
there is a series of progressively increasing values
that can be listed.

The vertical, or Y, axis usually has the dependent
variable (the measure of performance) plotted
along it. A line graph that described the data from
the experiment on group size and time taken to
complete a task would record the amount of time
taken along the Y axis, in intervals; for example,
beginning at zero (which is a convention or ‘rule’ for
graphs), then one, two, three, four and five minutes
where five minutes is slightly higher than the
maximum time ever taken by any group to complete
the task (figure 2.43).

Various points on a line graph represent the score
on one axis that corresponds with a value on the
other axis. The intersecting point can represent a
corresponding IV/DV score on the two variables
by one research participant, or the mean score of a
group of participants.
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FIGURE 2.43 Example of a line graph showing the
relationship between reaction time and group size

Percentages
Suppose you conduct an observational study to
find out whether boys are more aggressive than
girls during lunch time in the prep area of the
school grounds at a local primary school. You want
to obtain quantitative data, so you work out a list
of observable behaviours that you consider to be
aggressive, such as pretend fighting and intentional
pushing or shoving.

Whenever you see a boy or girl demonstrating one
of the aggressive behaviours on your list, you record
your observation with a tick and shift your attention
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to another child. Of the 25 boys you observe, six

use an aggressive act and are therefore judged as
aggressive, and four of 16 girls observed are judged as
aggressive.

On the basis of these results, more boys than girls
were aggressive. However, more boys than girls
were also observed. In order to reach a conclusion,
you need to work out whether 23 is more than or
less than 1%' This can be achieved by calculating the
percentages of boys and girls who were aggressive,
then making a comparison.

A percentage is a statistic that expresses a number
as a proportion (or fraction) of 100. The term per
cent means ‘per hundred’, or ‘for every hundred’ It is
shown using the per cent sign (%). For example, 65%
is equal to % and means 65 parts out of 100; 100% of
something means all of it. A percentage is calculated
using the formula

100

total 1

o _ subtotal

It is easy to calculate a percentage when the
original amount is 100. For example, if you complete
a 100 item speed and accuracy test and correctly
answer 90 items within the time limit, then your
percentage score is:

1 1 1
90 (subtotal) xﬂ= 90 X 100 _ 900 _ 90%
100 (total) ~— 1 100 100
For the data obtained in the observational study of
aggressive behaviour:

6 (subtotal) 100 6 x 100 600
Si——————————X—=——""=—"-=24%
25 (total) 1 25 25

girls: 4 (subtotal) « 100 _ 4 X100 _ 400 _ 2506
16 (total) ~ 1 16 16

This means that the proportion of boys (calculated
‘out of 100") who were aggressive in the school
grounds is slightly less than the proportion of
girls. The main problem in making a comparison
of the boys and girls based on the raw data is that
the two groups were of unequal size. Calculating a
percentage for each group overcame this problem
and enabled comparison of the scores for boys
and girls.

Percentages are commonly used in psychology
to describe data; for example, scores on a test,
categories of scores, changes or trends in scores, the
percentage of people who respond in a particular
way (such as correct or incorrect, agree or disagree,
do something or do not do something) and the
percentage of people in a socio-cultural group
(such as gender, age, income level, educational
qualifications and ethnicity).

LEARNING ACTIVITY 2.23

Calculating percentages

1 Calculate percentages for the following raw

data. Round your answer to the nearest

whole number.

(@) Sixteen out of 62 participants observed in the
library broke a rule at least once during a
10 minute observation period. What percentage
of participants broke a rule at least once?

(b) Results of an online survey show that
52 out of 75 students watch TV before school.
What percentage of students watch TV before
school? What percentage do not watch TV
before school?

2 A researcher gave parents a 50 item questionnaire
on child-rearing practices. There were 28 fathers
and 44 mothers in the sample. The raw data
were first organised in a table (shown below)
to enable comparison of scores achieved by
fathers and mothers. Complete the table by
calculating each percentage to the nearest
whole number.

Fathers Mothers
Scores
10-20 9 7
21-30 10 10
31-40 3 12
41-50 2 11
Total 28 100% 44 100%

Mean as a measure of central
tendency
A measure of central tendency is a score that indicates
the ‘central’ or ‘average’ value of a set of scores. When
a measure of central tendency is calculated, it often
provides a ‘typical’ score for a set of scores.

Suppose you collected data for a practical activity
which involved comparing males and females on
a test for speed and accuracy of visual perception.
The research participants are in five year 7 classes,
each of which has 25 students. Data for each of the
125 students — 65 girls and 60 boys — are obtained.
To help determine which group performed best, a
measure of central tendency could be calculated.
This would provide a single score for girls and a
single score for boys. Scores could then be compared
to estimate which group of participants, boys or
girls, performed best on the visual perception test.
The mean is the most commonly used measure of
central tendency.
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The mean is the arithmetical average of all the
individual scores (or measures) in a set of scores.
It is calculated by adding all the scores together
and dividing the total by the number of scores. For
example, 10 four-year-olds were required to complete
a seven-piece jigsaw puzzle. The length of time (in
seconds) it took each child to complete the puzzle is
listed below:

26,17, 21,18, 12, 17, 18, 24, 25, 17

The mean for the group is calculated by adding the
scores together (195), then dividing the total by the
number of scores (10). The mean is 19.5 seconds. The
formula for calculating the mean is shown as:

_ 2 (sum or total of all scores)
X(mean) =

N(number of scores)

In this example, the mean provides the most exact
measure of central tendency. However, in other sets
of data, the mean may not always provide the most

accurate measure of central tendency of a set of
scores, especially if the scores cluster at the extreme
ends of the set of possible scores.

For example, if a set of scores consisted of 140,
140, 140, 140, 180, 180, 180, 180, the mean would be
160. Suppose that these data referred to the height
(in centimetres) of players in a girls’ netball team.
A manufacturer of netball skirts would be surprised
when the players attended for fitting of their skirts,
having been informed that the mean height is
160 centimetres. The skirts would not fit any of the
players — they would be either too short or too long.
Thus, when a mean is provided for a set of data, it
doesn’t necessarily follow that any of the individual
scores will be the same value as the mean or even
approximate it.

Often the mean is calculated to several decimal
places. In many instances this does not create a
problem; however, sometimes the mean score may
become meaningless in real life. For example, if the
mean number of children per family in Australia is 1.75,
it is difficult to imagine what 0.75 of a child means.
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FIGURE 2.44 The mean does not always give a completely accurate picture of scores.

LEARNING ACTIVITY 2.24

Calculating a mean

1 (a) What is a measure of central tendency and what

does it indicate?

(b) When would a researcher use a measure of central
tendency to describe data in preference to a
summary of the data in a table or graph?

2 A researcher studied the effects of stress during
pregnancy on the birth weight of infants. The following
data on the birth weight (in kilograms) of infants whose
mothers stated they were stressed for the majority of
their pregnancy were obtained:

2.8,33,25,3.0,209,44,63.5,27,3.2, 4.4.

(@ What is the mean weight of the sample of infants?
(b) Is the mean weight an accurate representation of
the infants’ weights? Explain your answer.
3 The birth weight (in kilograms) of infants whose
mothers stated they were not stressed during their
pregnancy were also obtained. These data were:

3.8,5.4,4.3,4.2,35,4.1,4.0,4.4, 3.9, 5.4.

(@ What is the mean weight of the sample of infants?

(b) Is the mean weight an accurate representation of
the infants’ weights? Explain your answer.

(c) What is the median weight of the infants?
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Standard deviation as a measure

of variation around the mean

Suppose that two psychology teachers discussed the
abilities of their respective classes. The teacher of
Class A explained that the mean of her students’ results
for a test was 78%. The teacher of Class B replied that
the mean of his students’ results for the same test

was 68% and that his students must therefore be less
capable than his colleague’s. ‘But how do you know I'm
not just an easy marker? One of my students got 97%.
Then again, another student got 18%, responded the
Class A teacher. The Class B teacher was surprised: ‘The
lowest mark in my class was 53%, but my highest mark
was only 81%, he said, ‘so how do we know which class
has the better abilities?’

The discussion between the teachers indicates that
amean, on its own, doesn’t provide the complete
description of the data. The mean describes the ‘central’
value of a set of scores. In order to more accurately
represent the data, a second kind of descriptive statistic
is often used — a measure of variation.

A measure of variation, also called variability,
indicates how widely scores are distributed or spread
around the central point. The sets of scores in
figure 2.45 both have the same mean, but they differ
in variation; that is, how far the scores are either side
of the mean. The distribution of Class A scores shows
that it is tightly packed around the mean, indicating
low variation (or variability). The distribution of Class
B scores is more widely spread from the mean,
indicating high variation, or variability.

The standard deviation summarises how far scores
within a set of scores spread out, or deviate’, from
the mean for those scores. If all the scores in a set of
scores were the same, there would be no variation and
the standard deviation would be zero because none of
the scores would be spread out from the mean. A low

standard deviation indicates that there is little variation
in the scores and that most scores are clustered around

the mean. In this case, the mean is

a representative descriptive statistic
(figure 2.46, curve C). The higher the
standard deviation, the greater the
variation there is among the scores
(figure 2.46, curve A).

High

FIGURE 2.45 Class A and Class B
both have the same means. The
distribution of scores for Class A
(yellow) shows low variation, as
indicated by the clustering of scores
around the mean. The distribution of
scores for Class B (blue) shows high
variation, as indicated by a greater
spread of scores from the mean.
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FIGURE 2.46 This graph shows three distributions
of scores, each with a different standard deviation.
The purple curve has the highest standard deviation
and the orange curve has the lowest standard
deviation.

The standard deviation is a particularly useful
descriptive statistic in that it provides a point of
comparison between two different sets of scores.
For example, suppose a replacement teacher
comes to a new school hoping for an easy day’s
work. The replacement teacher is offered either of
two classes, both of which have a mean IQ score
of 100. There appears to be no difference between
the two classes. The teacher is then informed
that the standard deviation of IQs in one class is
1 and the standard deviation in the other is 3. Since
a higher standard deviation means more variability,
the class with the standard deviation of three may
take more effort to teach because students vary
more in ability.

Mean

/ Class A scores

Class B scores

Score (%)

High
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BOX 2.7

Standard deviations in a normal
distribution

When standard deviations are represented on the

X (horizontal) axis of a normal distribution curve, the
percentage of scores falling between the mean and any
given point on the axis is always the same.

For example, 68.26% of the scores will fall within one
standard deviation either side of the mean; 95.44% of
the scores will fall within two standard deviations either
side of the mean. These percentages apply consistently
in a normal distribution curve, irrespective of the size of
the standard deviation.

Number of scores or individuals

13.59%
-3 -2 1

-~ 68.26% >

34.13%

Standard deviations from the mean

99.74% >
95.44% >

0.13%
34.13% 13.59%

Mean +1 +2 +3

FIGURE 2.47 Standard deviations from the mean are shown on the X (horizontal) axis.

LEARNING ACTIVITY 2.25

Review questions

1 What does a measure of variation
(variability) indicate?

2 What information does the standard deviation
provide about the distribution of scores?

3 (a) Two classes sat the same practice Psychology
exam. The following descriptive statistics
were calculated from the students’ results in
each class:

Class A: mean 70%.

Class B: mean 70%.

On the basis of the mean scores alone, what
might teachers of these classes conclude
about the knowledge of students in each
Psychology class?

Explain your answer.

(b) Suppose the teachers then calculated the
standard deviations for their respective classes
and obtained the following results:

Class A: mean 70%; standard deviation: 0.5
Class B: mean 70%; standard deviation: 2.3.

On the basis of this additional information, what

conclusions might the teachers now draw about

the knowledge of the students in each Psychology
class? Explain your answer.

Inferential statistics

Descriptive statistics are very useful for analysing,
organising, summarising and presenting results.
However, in order to interpret the data and find out
whether the results are meaningful, inferential statistics
are used. Of particular importance to the researcher is

to determine whether the results support the hypothesis
that was tested and whether the results can be applied

to the population from which the sample was drawn.
Inferential statistics are used to help interpret the results
and make these types of judgments.

In most experiments, there will usually be a
difference in the mean scores of the experimental
and control groups. For example, the mean score on
a task requiring concentration (time taken to thread
a needle) achieved by the experimental group with
a loud noise present (the IV) may be 15.7 seconds
and the mean score on the same task the control
group without noise may be 12.6 seconds. Can it be
concluded that the difference in mean scores is due to
the independent variable?

Perhaps the difference was due to chance factors in
that the experimental and control groups were slightly
different in their composition of relevant participant
variables despite the use of random allocation.
Perhaps there were a few individuals with slightly
better eye-hand coordination in the control group.
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Perhaps the light was slightly better when the control
group participants performed the needle-threading
task. Perhaps the experimenter was tired and slightly
impatient when instructing the experimental group
participants. Perhaps the effects of these three
apparently controlled variables ‘added up’ and
combined in such a way as to cause the difference.

i

T

FIGURE 2.48 Is loud noise a distraction when threading a needle?

How big does the difference in the mean scores
between two groups need to be before it can be
said that the difference is due to the independent
variable rather than chance factors? What is an
acceptable difference between the mean scores? Is a
difference such as 3.1 seconds (15.7 minus 12.6) ‘big
enough’? Is 2.5 seconds a ‘big enough’ difference?
4.5 seconds?

One way to find out if the results of
an experiment are due to the IV that
was tested rather than chance factors
is to repeat these studies several
times in exactly the same way with
the same participants to see if the
results are about the same each time
the study is replicated. This would be
very time consuming, inconvenient
and possibly impractical because
participants may not be continually
available. However, it is usually
unnecessary to undertake these
replications. A more efficient way
of measuring the reliability of the
results is to use inferential statistics
by applying a test of statistical
significance to determine the extent
to which chance factors may account
for the results.

BOX 2.8

Statistical significance and p values

Tests of statistical significance can be used to
determine the extent to which chance operated in an
experiment and whether it is at an acceptable level.
The tests enable a precise mathematical value to be
obtained that will indicate the probability (likelihood)
that if the same experiment were repeated, the results
would be similar or different. If the likelihood of the
difference occurring by chance is at an acceptable
level, then it is said that the difference is statistically
significant. In general, psychologists accept a given
result, such as the difference in mean scores, as
statistically significant if it is found that the probability
or likelihood that the result might be due to chance is
5 or fewer times < 5 in 100, or a 1 in 20 chance, if the
same study were to be repeated 100 times. The way of
saying this is that the result is significant at the
0.05 level; that is p < 0.05.

A significance level of p < 0.06 (less than or equal to
0.06) would indicate that there was a 6% (or 6 or less
in 100) chance that the result obtained was most likely
due to chance and this would generally be viewed as
unacceptable. It would then be said that the results are
not significant and therefore do not support the research
hypothesis.

The significance level of any difference is called a
p-value, with ‘p’ standing for probability. An acceptable

p value for results is established before the experiment
is conducted.

In some cases, a stricter probability level than
p < 0.05 is used, such as p < 0.01 (less than or equal
to 1in 100) and p < 0.001 (less than or equal to 1 in
1000). Such a probability level would be used when
the findings of the research are so important that the
researcher wants to be extremely confident of the
results; for example, when the research hypothesis
being tested involves a radical new way of treating
depression or if it contradicts a research finding or
theory that is widely accepted.

If research is being undertaken in an area that is
likely to be of immense benefit to the community,
or if it involves a treatment that carries with it some
chance of harm, then replication of the study is still
likely to occur.

In some other cases, a researcher might be prepared
to accept a more lenient level of significance than
p < 0.05. For example, a researcher may conduct a pilot,
or ‘trial’, study on a research topic of interest to see if
it is worthwhile carrying out a full-scale research study.
The researcher may set a significance level of p < 0.1
(10%). This would indicate that there may be a significant
difference in the mean scores obtained. Therefore, it
is worth continuing with further research, perhaps with
refinements to the procedures.
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Conclusions and generalisations

When the results have been evaluated, evidence-based
conclusions need to be drawn. A conclusion is a decision
about what the results obtained from a research study
mean. All conclusions must be based on evidence (the
results), be consistent with the evidence and relevant to
what was actually investigated.

One type of conclusion relates to whether the
hypothesis is supported on the basis of the results
obtained. This requires careful examination of the
results so that an objective (‘unbiased”) decision can be
made. Although the results alone may indicate that the
hypothesis is supported, the DV and therefore the results
may have been influenced in a significant way by one
or more variables other than the IV (or in addition to
the IV). Therefore, uncontrolled extraneous variables
and potential confounding variables also need to be
considered when drawing a conclusion. The researcher
must be confident that any change in the DV was due to
the IV alone and not any other variable.

The conclusion about the hypothesis is expressed
as a statement in the research report. In psychology,
a hypothesis may be supported or it may be refuted
(rejected), but it cannot be ‘proven’ true. This is
because no matter how much evidence a researcher
finds to support their hypothesis, there may still be
one or more alternative explanations, some of which
are not yet known or even thought of, that could
better explain the results.

Another type of conclusion that can be made is called
a generalisation. A generalisation is a decision about how
widely the findings of a research study can be applied,
particularly to other members of the population from
which the sample was drawn. Because a study usually
tests a sample from the population of interest rather
than the whole population, making a generalisation is
a process of forming an idea about whether findings
obtained from a limited number of cases (the sample)
can be extended to apply to an entire class of objects,
events or people (the population).

In experimental research, generalising the results
from the sample to the population is risky if the sample
is not representative of the population of interest. Like
any other conclusion, a generalisation must also be
based on the results obtained and must consider the
potential extraneous and confounding variables, as well
as any other problems with the study.

When drawing conclusions, researchers try to avoid
making errors or overstating what the results mean.
For example, they attempt to ensure that:

e all conclusions are consistent with the results
- any influential extraneous variables or potential
confounding variables have not been overlooked
e analysis and interpretation of the results enables
an accurate finding about whether or not the
hypothesis is supported

- any gaps in the results and further evidence that

may be required are identified

e limitations of the sample used in the study have
been considered.

e any generalisations are reasonable

e the explanation of the findings is reasonable and
supported by the results.

Reliability and validity in research

An important goal of research is to obtain results
that are both reliable and valid. This will mean that
the results are consistent and accurate. It also means
that other researchers are more likely to accept the
findings. Reliability and validity are not necessarily
‘present-or-absent’ features of a research design.
Instead, they are considered to vary in degree on a
scale ranging from low to high.

Reliability

Reliability refers to the extent to which results
obtained from a research study are consistent,
dependable and stable. For example, if you measured
your blood alcohol level on a breathalyser and then
decided to double check it straight away, you should
expect to get the same result.

Similarly, if you conducted an experiment on a
group of participants and repeated it again with a
similar group under the same conditions, you should
expect the results to be very similar on each occasion
the experiment is conducted.

Because conducting an experiment is a more
complicated process than measuring your blood
alcohol level, it is not likely or expected that the
results will be identical each time the experiment is
conducted. The main reason is because of individual
differences within another sample. However, if the
results are to be considered reliable, then they should
be similar each time the experiment is repeated.

FIGURE 2.49 The general idea behind research
reliability is that significant results must be more than a
‘one-off’ finding and be replicable (repeatable).
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A researcher always sets out to obtain reliable
results. However, when their study is repeated, it
may be found that the results are not reliable. This
is more likely to occur if the study is not repeated in
exactly the same way in which it was first conducted,;
for example, if there are differences in important
personal characteristics of participants, or if the
conditions under which the study was first conducted
are significantly different in some way.

Validity

Validity refers to the extent to which the procedure(s)
used for a research study measures what it intended
to measure. If valid, this means that the research
study has produced results that accurately measure
the behaviour or mental process that it claims to have
measured. For example, if you measured your biceps
with a cloth tape measure that had been left outside
in the open weather for a long time and had become
inaccurate through stretching, the result would not be
a valid measure of your true bicep size.

The inaccurate cloth tape measure, however, is
reliable as it will give you the same result each time
it is used. This means that a measure can be reliable
even though it is not valid, but a measure cannot be
valid unless it is reliable.

Another type of validity relates to the conclusions
(including any generalisation) the researcher makes
about a study. In this case, the results are valid if the
conclusion(s) drawn by the researcher is (are) correct.
This means that the conclusion is specifically based
on those variables that the study was investigating
and the data obtained from the study.

For example, if a researcher concludes that a new
drug they tested in an experiment reduces symptoms
of depression, or that participants in a taste-preference
study preferred Coca-Cola™ over Pepsi™, the research
is valid only if the new drug really works or if the
participants really did prefer Coca-Cola™ (Stangor, 1998).

As with seeking reliability, researchers always attempt
to conduct valid research; that is, they attempt to draw
accurate conclusions from their data. Yet often, despite
aresearcher’s best intentions, their research is invalid
or not as valid as it could have been. This can occur for a
number of different reasons.

Sometimes a researcher may draw a conclusion from
their data that cannot actually be drawn; that is, the
data do not actually justify, support or back up’ the
conclusion. Another reason that research and its results
may be invalid is because one or more extraneous
variables have not been adequately controlled, have
become confounding variables, and have therefore
influenced the results in an important way.

For example, in an experiment, a confounding variable
and the IV may both affect the results. When this
happens, the researcher will find it difficult to separate
the effects of the IV and the confounding variable and
therefore cannot be certain whether it was the IV or the
confounding variable that caused the change in the DV.

Internal and external validity

Researchers often distinguish between the internal and
external validity of their studies. They consider both
internal and external validity in judging the overall validity
of a study. These types of validity are not necessarily
‘present-or-absent’ features of a research design. Instead,
they vary on a scale ranging from low to high.

Internal validity refers to the extent to which the results
obtained for a study are actually due to the variable(s)
that was tested or measured and not some other
factor. For example, in an experiment, the researcher
needs to be confident that the change in the DV was
produced solely by the IV and not by any extraneous or
confounding variable, nor due to chance.

If a study has gaps or ‘flaws’ in its procedures, such
as the use of a sampling method that resulted in
an unrepresentative sample when it was important
to have a representative sample, then it may be
considered as lacking in internal validity.

Similarly, if participants were required to rate
facial attractiveness, then the researcher needs to be
confident that the scores (ratings) actually and only
measured facial attractiveness. Internal validity may
be lost if participants did not understand the rating
procedure or their ratings partially reflected the style
of dress worn by each person in a photo.

External validity refers to the extent to which the
results obtained for a study can be generalised to the
population from which the sample was drawn or to
other people in other settings. For example, suppose
that a researcher conducted a laboratory experiment
on the effects of stress on behaviour using a relatively
small sample of participants. If the experiment has
high external validity, this means that the conclusions
can more confidently be generalised to apply to the
population from which the sample was drawn and to
situations outside, or ‘external’ to, the laboratory.

Generally, the more representative a sample is of
its population, the more confident the researcher can
be in generalising from the sample to the population.

LEARNING ACTIVITY 2.26

Review questions

1 What can be achieved with inferential statistics that
is not possible with descriptive statistics alone?
2 Explain the meaning of chance factors in relation to
research with reference to an example.
3 (a) What kind of decision is made about the research
hypothesis?
(b) On what is this decision based?
4 (a) What is a generalisation?

(b) What are the important considerations in making
generalisations and other conclusions from the
results of a study?

5 What does reliability mean in relation to research?
6 (a) What does validity mean in relation to research?
(b) Distinguish between internal and external validity.
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ETHICS IN PSYCHOLOGICAL
RESEARCH AND REPORTING

Is it appropriate for a researcher to inflict pain on a
person in order to study mental experiences associated
with pain? Does your answer depend on the amount

of pain, or is any amount of pain unacceptable? Does it
matter if the pain is psychological rather than physical?
Should a person know exactly what the research

will involve before they participate; for example, the
specific experimental procedures to which they will be
exposed? Should a participant be allowed to opt out of
aresearch study whenever they want to, regardless of
their reason? What if the researcher has gone to great
expense to conduct the research? What if the research
has important benefits for humankind? Such questions
raise important ethical issues that need to be considered
by researchers.

The term ethics refers to standards that guide
individuals to identify good, desirable or acceptable
conduct. Essentially, ethical standards help us to make
judgments about which behaviours are appropriate
(‘right") and inappropriate (‘wrong’). ‘Ethical conduct’ is
more than simply doing the right thing. It involves
acting in the right way out of ‘respect and concern for
one's fellow creatures’ (NHMRC, 2007).

All societies and cultural groups have ethical
standards that guide the behaviour of their
members. In addition to these standards, most
professions have their own standards of ethical
conduct that must be followed. For example, just
as it would be considered unethical for a medical
doctor to discuss a patient’s condition with anyone
apart from the patient or people legally responsible
for the patient, so too would it be unethical for a

FIGURE 2.50 Ethical standards for human research ensure all participants
are given the respect and protection due to them, irrespective of who
they are.

psychologist to reveal information discussed in a
counselling session or the results of a psychological
test to anyone apart from the client (or the
guardians of the client if the client is a child under a
guardian’s care).

Ethical standards and considerations also apply
to any type of research or data collection method
involving people (or animals). These help ensure
that the wellbeing and rights of research participants
are respected and protected before, during and
following their involvement in the research. In
addition, ethical standards help prevent unnecessary
research and promote research that is or will be
of benefit to the wider community or humankind
in general.

The Australian Psychological Society (APS) has a
Code Of Ethics (2007) which provides standards and
guidelines for all psychological research (and other
areas of professional practice). The Code of Ethics
has been devised with reference to a national set
of standards and guidelines in a document called
the National Statement on Ethical Conduct in Human
Research 2007 (Updated March 2014). This is simply
referred to as the National Statement.

National Statement on Ethical

Conduct in Human Research

The National Statement has been jointly developed
by the National Health and Medical Research Council
(NHMRQC), the Australian Research Council and the
Australian Vice-Chancellors’ Committee. The NHMRC
is the Australian government’s expert body for
providing advice on research.

The purpose of the National Statement is to ‘promote
ethically good human research’. It is organised around
four values — research merit and
integrity, beneficence, justice and
respect for human rights. The design,
review and conduct of all research with
people as the participants must reflect
each of these values.

1. Research merit and integrity:
Research that has merit is
worthwhile and conducted
appropriately to achieve the aims.
It has the potential to contribute
to knowledge and understanding,
and to improve social welfare and
individual wellbeing. It must be
properly designed and undertaken
by people with suitable expertise.
Research that is conducted with
integrity is carried out with a
commitment to the search for
knowledge and understanding, to
following recognised principles for
conducting research and to
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the honest conduct of research, including accurate
and responsible reporting of findings, whether the
results are favourable or unfavourable.

. Beneficence: Research beneficence refers to
the likely benefits to participants or the wider
community. The researcher must consider and
maximise all possible good outcomes while
minimising the risks of harm to participants and to
the community in general. The potential benefits
must justify any risk or harm or discomfort to
participants.

. Justice: Research that is just has a concern for
the use of fair procedures and fair distribution of
costs and benefits. The process of recruiting and
selecting participants should be fair so a researcher
must avoid imposing on particular groups an unfair
burden of participation in their research. Similarly,
the benefits of the research should be distributed
fairly between the participants and the wider
community.

. Respect for human beings: Respect is demonstrated
when the researcher recognises and takes account
of the rights, beliefs, perceptions and cultural
backgrounds of all participants. In particular,
all participants have the rights to privacy,
confidentiality and to make informed decisions
about matters that affect them. People must be
protected and empowered if they are vulnerable
or their capacity to make informed decisions is
impaired; for example, children and intellectually
disabled people who depend on others.

All four values apply to all research conducted

Role of ethics committees

The National Statement requires that all research
that carries more than a low level of risk to human
participants must first be reviewed and approved
by an ethics committee. This type of committee is
formally called a Human Research Ethics Committee
(HREC).

A HREC has a minimum of eight members, with

a mix of researchers and non-researchers (including

community members). Its main purpose is to assess

research proposals for approval purposes, and then
monitor the conduct of the research (if approved) to
ensure all relevant ethical standards are adopted and
followed.

Generally, the roles and responsibilities of the

HREC include:

e deciding whether a research proposal meets all
the requirements of the National Statement and is
therefore ethically acceptable

e deciding whether the researcher(s) is adequately
experienced and qualified (or the researcher
is supervised by a qualified person if there are
concerns about their experience and qualifications)

e monitoring approved research (e.g. through
progress reports, random inspections of research
sites, interviews with participants)

e handling complaints (e.g. from participants, the
wider community)

e ensuring accountability of the researcher (e.g.
the researcher understands, accepts and
maintains responsibility for all aspects of their
research).

with or about people, including experiments,
cross-sectional studies, questionnaires, interviews,
observational studies, psychological testing or
treatment, and analysis of personal documents or
other materials with information about participants.

MNATIOMNAL STATEMENT

If the committee is satisfied that all ethical

questions and issues raised by the research have
been dealt with satisfactorily, approval will be
given for the research to proceed. If the committee

&
APS -

eBook

Weblinks
e National Statement
e APS Code of Ethics

APS Code of Ethics FIGURE 2.51 The NHMRC

National Statement and APS
Code of Ethics
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has concerns about some aspects, it can highlight
these and return the application to the researcher
so the concerns can be addressed, possibly with
suggestions on how. If the proposal has ethical
issues that cannot be addressed, then the research
will not be allowed to proceed.

HRECs are usually established by organisations
(public, not-for-profit or private) which conduct a
considerable amount of research involving humans.
Universities and hospitals are the most common
of these organisations. Not all organisations which
conduct human research, however, have their
own HREC. Some organisations and individual
researchers use the services of HRECs within another
organisation (NHMRC, 2007).

Human research considered to be at a low level
of risk, where the only foreseeable risk is one of
discomfort, does not have to be submitted to a HREC.
In such cases, a research proposal may be reviewed
by ‘a competent person or group’ familiar with
the National Statement and other relevant ethical
standards.

The NHMRC also requires the use of ethics
committees for research involving animals. These
are called Animal Ethics Committees (AECs) and
members have roles and responsibilities similar to
those of HRECs.

7,
-

&

Australian Privacy Principles

The Privacy Act 1988 is an Australian law which
regulates the handling of personal information
about individuals. This includes the collection, use,
storage and disclosure of personal information, and
access to and correction of that information.

Personal information is information or an opinion
about any individual who can be identified; for
example, information about someone’s racial or
ethnic origin; health; genetics; political opinions;
religious beliefs and sexual orientation or
practices (Office of The Australian Information
Commissioner, 2015).

The Privacy Act includes 13 Australian Privacy
Principles (APPs) which set out standards, rights and
obligations for the handling of personal information,
some of which apply to psychology research. The
APPs include requirements such as:

e Open and transparent information management —
how personal information will be handled must be
clearly expressed and made available

e Anonymity — ensure individual participants cannot
be personally identified

e Data collection — collect personal information only
if necessary; ensure informed consent

e Data use — use only for the purposes specified

FIGURE 2.52 An ethics committee independently reviews research proposals for approval purposes and then monitors
the conduct of the research to ensure all relevant ethical standards are adopted and followed.
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e Data quality — ensure information is accurate,
complete and up to date
e Data security — protect

the information (e.g. eBook

from loss or unauthorised Weblink

access) and destroy or The 13 Australian
APPs

permanently de-identify
personal information if no
longer needed.

Role of the experimenter

The experimenter (or researcher) must ensure their
research is ethically appropriate so that participants
are given the respect and protection that is due

to them. They must observe all ethical standards,
guidelines, codes or legislation such as the National
Statement, the APS Code of Ethics and the Privacy Act.
These will help them to meet their responsibilities to
identify and properly address all ethical issues

(APS, 2007; NHMRC, 2007).

Protection and security of participants’

information

The researcher must ensure that personal information

is secure and protected from

e misuse, interference and loss; and

e unauthorised access, modification or disclosure.
In addition, the researcher must make provisions

for maintaining confidentiality in the collection,

recording, accessing, storage, dissemination and

disposal of personal information. If personal

information about an individual is no longer needed,

then the information should be destroyed or

de-identified.

Confidentiality

Confidentiality refers to the obligation of the
researcher not to use or disclose private information
for any purpose other than that for which it was
given to them. Participants have a right to privacy,
so the researcher must avoid undue invasion of
privacy by collecting only information that is needed.
In addition, any information that may identify an
individual or their involvement in research, such

as personal data or test results, cannot be revealed
unless consent has been obtained.

The right to privacy and procedures for
establishing and maintaining confidentiality must
be explained to participants before the study
commences. As mentioned above, the confidentiality
requirement applies to the collection, recording,
accessing, storage, dissemination and disposal of
personal information.

Voluntary participation
The researcher must ensure participants voluntarily
consent to be involved in a study. For example,

participants must not be forced or pressured to take
part in a study. The researcher must also ensure
that prospective participants do not experience
negative consequences if they choose not to be
involved in a study.

Withdrawal rights

Participants have an unconditional right to withdraw
from a study at any time without giving a reason for
doing so. This includes withdrawing their data after
the study is finished regardless of the effect this may
have on the overall results. Withdrawal rights must be
explained to participants before the study commences
and the researcher must ensure that participants
suffer no negative consequences as a result of
withdrawing from the study.

Informed consent procedures

Consent is a voluntary choice for participants and
must be based on sufficient information and adequate
understanding of both the proposed research and the
consequences of participation in it. In order for this
to be achieved, information should be given about
the purpose, methods, demands, risks and potential
benefits of the research.

This information must be presented in ways
suitable for each participant; for example, it should
be in plain language (with the least possible
technical jargon) and the researcher should take
account of personal characteristics such as age,
educational background, cultural background and
any other possible barriers to understanding the
information. There should be an opportunity for
prospective participants to ask questions about the
research.

For participants who are legally unable to give
informed consent (for example, children and
individuals with an intellectual disability), the
researcher must obtain appropriate consent from the
persons who are legally responsible for participants’
wellbeing (i.e. parent or guardian).

Consent may be expressed orally, in writing or
by some other means that indicates consent (for
example, return of a questionnaire), depending on:
(a) the nature, complexity and level of risk of the
research; and (b) the participant’s personal and
cultural circumstances.

Often, researchers obtain informed consent using
a document like that in figure 2.54 on page 74.

Two copies are made so that one can be kept by the
researcher and one by the participant.

Use of deception

Deception occurs when participants are deliberately
misled or not fully informed about the aim or some
other aspect of the research. This is sometimes
necessary to avoid unduly influencing their
responses during the study and consequently the
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accuracy of the results. By its nature, deception
violates the ethical requirement of informed
consent, but it is acceptable if the potential benefits
of the research justify its use and there is no
feasible alternative to its use. Whenever deception is
used, it is essential that all participants are debriefed
at the conclusion of the study.

Debriefing

Debriefing involves clarifying each participant’s
understanding of the nature of the research as soon
as possible after it has been conducted. This includes

Balance benefits of the research and risks to participants.

Ensure participants’ consent is based on knowledge
and understanding.

explaining the true purpose of the research and why
it was necessary to deceive them, correcting any
mistaken ideas and impressions participants may
have, and providing an opportunity for questions
about any aspect of the study, including the need

for deception. Another important requirement of
debriefing is to check the wellbeing of the participant
and address any harm that may have resulted from
their participation in the study; for example, providing
information about counselling services and how to
access them to help treat any distress resulting from
the study.

Take responsibility for the research.

:

ey
(o
o ey

e Y :

Follow all relevant ethical standards and guidelines.

2

. Debrief participants, especially if deception was used. B

S

N

FIGURE 2.53 All ethical standards and guidelines must be followed when conducting psychological research.
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SAMPLE ONLY

CONSENT FORM TO PARTICIPATE IN RESEARCH

TITLE OF RESEARCH: ..ottt ettt ettt ettt e e e et ettt eeeeeeeaaas

DESCRIPTION OF RESEARCH: Insert an outline of the research and other relevant information. Include:
aim/purpose/reasons for the investigation

method used to collect data

how the data will be analysed, described and presented

what the participants will need to do and time commitment

how confidentiality will be maintained

e whether the participant will have a chance to see and comment on the final report
e what will happen to the final report

e who will read the report and have access to it

e withdrawal right

e name(s) of researcher(s), supervisor/teacher and school

e status of the researcher(s).

L, e , consent to taking part in the research investigation described
above. I understand my rights as a participant in this research. The aim and procedures of the study have been
explained to me and I understand them.

[Where deception is used a clause such as the following should be included.]

I understand that it is sometimes essential for the validity of research results not to reveal the true purpose of
the research to participants. If this occurs, I understand that I will be debriefed as soon as is possible after my
participation and, at that time, given the opportunity to withdraw from the research and have records of my
participation deleted.

I have been advised the results of the research will be presented in a formal written report but that my
personal details will remain confidential.

I voluntarily consent to participate but I understand that I may discontinue participation from the study at any
time without giving a reason.

If you have any questions, comments or complaints to make on this research, please contact

[insert the researcher’s name and/or the Psychology teacher’s name] at [insert the researcher’s and/or the Psychology
teacher’s contact details, including phone number(s)).

Name of Participant: .............cccccccviiiiiiiiiiiiiiiiiiiiiiiiieees

SIGNAtUTE: ..o

Name of ReSearcher: .......ccoooovviiiiiiiiiiiie e

SIGNAtUTE: ..o

Date: oo

FIGURE 2.54 An example of a document for obtaining written consent to eGuide
participate in research. Researchers often separate the study information from Weblinks

the consent form by using two separate documents — an Information Sheet Templates for

and a Consent Form. In addition, a copy of the signed consent form is often psychology research
given to the participant. consent forms
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BOX 2.9

Ethical practices and conduct in
VCE Psychology

The VCAA Psychology study design has advice

on ethical conduct that must be followed by VCE
Psychology students and teachers. This advice includes
the following:

Ethical conduct of experimental
investigations
As part of this study teachers and students will
be involved in teaching and learning activities that
include experimental investigations using human
subjects. Teachers and schools have a legal and
moral responsibility to ensure that students follow
ethical principles at all times when undertaking such
investigations. Teachers should refer to the following
documents for detailed advice.
The National Statement on Ethical Conduct in Human
Research (2007), issued by the National Health and
Medical Research Council (NHMRC) in accordance
with the NHMRC Act 1992 (Cwlth), www.nhmrc.gov.au/
publications/synopses/e72syn.htm
The National Privacy Principles in the Privacy
Amendment (Private Sector) Act 2000 (Cwlth),
www.privacy.gov.au/
The Code of Ethics of the Australian Psychological
Society (APS), www.psychology.org.au
It is not expected that animals will be used in the
teaching of this study. If using animals in teaching,
schools must comply with the current legislation
including:
the Prevention of Cruelty to Animals Act 1986 and its
Regulations 2008
the Australian Code of Practice for the Care and Use
of Animals for Scientific Purposes 2014 (8th edition),
www.nhmrc.gov.au/guidelines/publications/ea28.

Safety and wellbeing

This study may include potentially sensitive

topics. Teachers should ensure that students have
opportunities to consider topics systematically and
objectively, and to become aware of the diversity of views

USE OF ANIMALS IN
PSYCHOLOGICAL RESEARCH

Although psychology is primarily interested in
people, about 7-8% of psychological research
involves the use of animals. About 90% of the
animals used have been rodents and birds, mostly
rats, mice and pigeons. About 5% of the animals are
monkeys and other primates. Use of dogs and cats is
rare (American Psychological Association,
(APA), 2015).

Research with animals has and continues to
have an important role in psychology. Discoveries
through animal research have advanced

held on such matters. Students should not be asked to
disclose personal information about their own or others’
health status and behaviours.

When dealing with sensitive mental health matters,
students should be specifically advised that they are
neither trained nor equipped to diagnose problems or
offer any counselling or therapy. Students should be
given information as appropriate about sourcing available
treatment services within and outside school.

As part of this study teachers and students may
consider different psychological assessments, including
standardised psychological tests which are designed to
be administered only by trained psychologists. Teachers
must limit access to such tests and ensure that students
understand that such tests should only be administered
by a qualified psychologist.

It is the responsibility of the school to ensure that duty
of care is exercised in relation to the health and safety of
all students undertaking the study. Teachers and students
should observe appropriate safety precautions when
undertaking practical work. All laboratory work should
be supervised by the teacher. It is the responsibility of
schools to ensure that they comply with health and safety
requirements.

Relevant acts and regulations include:

Occupational Health and Safety Act 2004

Occupational Health and Safety Regulations 2007

Occupational Health and Safety Management Systems

(AS/NZ 4801)

Dangerous Goods (Storage and Handling)

Regulations 2012

Dangerous Goods Storage and Handling Code of

Practice 2000

Hazardous Substances Code of Practice 2000

Electrical Safety Act 1998.

Legislative compliance

When collecting and using information, the provisions of
privacy and copyright legislation, such as the Victorian
Privacy and Data Protection Act 2014 and Health Records
Act 2001, and the federal Privacy Act 1988 and Copyright
Act 1968, must be met.

understanding of human behaviour and mental
processes in a diverse range of areas; for example,
behavioural and bodily changes that occur when
stressed; basic learning processes; the neurobiology
of learning and memory; processes of recovery
after neural damage; brain plasticity; mechanisms
that control hunger and thirst; behavioural and
psychological effects of medications used in the
treatment of various mental disorders; addiction
to illegal drugs; how the senses function and
physiological influences on perception; the
critical role of early experience in development;
attachment; aggression; emotion and cognition
(APA, 2015; Bennett, 2012).
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FIGURE 2.55 About 7-8% of psychological research
involves the use of animals.

The main reasons animals are used in psychological
research to achieve the kinds of benefits described
are:

e Some studies cannot be conducted with humans
due to the risk of psychological and/or physical
harm that may be caused, or because suitable
human participants are unavailable. Various
examples are included throughout this text.

e Bodily systems and/or behaviours of some animals
are similar to those of humans; therefore, using
animals can be a ‘starting point’ for learning more
about human behaviour.

e Animals have practical advantages over people
for use as research participants. For example,
studying the effects of ageing from birth through
to ‘old age’ is not generally practical in humans
because most people live more than 75 years,
compared with rats which have an average life
expectancy of two years, or monkeys which live
for 15-20 years. Another advantage is that some
animal species breed a lot faster than humans.
For instance, rats produce a new generation
every three months and can be used to study
the development of certain behaviours over
successive generations within a relatively short
period of time. Animals can also be kept for long
periods of time in captivity in laboratories and it
is easier to observe their behaviour under these
conditions.

e The behaviour of animals can usually be controlled
to an extent not possible with human participants.
For example, a rat can be raised from birth in
a cage. The rat can then be used in a learning
experiment and the psychologist will have a good
idea of what it has already learned before the
experiment is conducted.

e When certain experiments require large numbers
of participants who have, for example, the same
genetic background, animals are more easily
obtained than humans.

e Participant expectations can influence the results of
an experiment; however, animals don’t usually have
expectations and they are not able to guess the
purpose of an experiment.

Many arguments have been presented against
the use of animals in psychological research.

One argument is that it is not possible to apply

(generalise) the results of animal studies to humans

because the species are not the same even though

there may appear to be similarities. An issue for
researchers is how far they can generalise about
human mental experiences and behaviour from

the results of animal studies. If laboratory animals

die after prolonged sleep loss, would humans? If a

drug causes a brain disorder in animals, should it be

banned for human use? Another argument is that
humans should respect animals and protect them
from harm rather than use them in research. It is
also suggested that humans do not have the right to
dominate other species.

In order to ensure that all reasonable steps are
taken to minimise the discomfort, illness and pain to
animals used in research, ethical guidelines have also
been established for the use of animals in research.
The use and care of laboratory animals must be
directly supervised by a person competent to ensure
their comfort, health and humane treatment. The
care and use of animals in research must follow the
NHMRC Guidelines to promote the wellbeing of animals
used for scientific purposes (2008).

PSYCHOLOGY — RESEARCH METHODS What research methods and key science skills are used in VCE Psychology?



According to these guidelines, any research with
animals, including research activities in schools, can
be performed only if the research can be justified.
Justification involves weighing the predicted
scientific or educational value of the research
against the potential effects on the welfare of the
animals. If an animal is to be subjected to pain,
stress or deprivation (e.g. food, social interaction,
sensory stimuli), research may only occur if no
other alternative is available. If surgery is to
occur, the animals must be given the appropriate
anaesthesia so they do not experience pain. When
an animal’s life is to be terminated, it must be done
quickly and painlessly.

eBook

Weblink
NHMRC Guidelines for research using animals

FIGURE 2.56 Psychologists must ensure that research
animals are well cared for, humanely treated and
experience minimal pain and suffering.

LEARNING ACTIVITY 2.27

National Health and
Medical Research Council

GUIDELINES TO PROMOTE THE WELLBEING OF
ANIMALS USED FOR SCIENTIFIC PURPOSES

THE ASSESSMENT AND ALLEVIATION OF
PAIN AND DISTRESS IN RESEARCH ANIMALS

Review questions

1 Define the meaning of ethics in relation to research.

2 What is the main purpose of ethical standards and
guidelines for psychological research with human
participants?

3 Name and describe the four values that should be
reflected in all human research.

4 What are three essential informed consent procedures?

5 What is the ethical responsibility of a researcher
who conducts research with human participants, but
does not fully inform them of the true purpose of the
research before the study begins because it may
influence the participants’ behaviour?

6 If a research participant became distressed during the
research, what should occur?

7 Explain the ethical relevance of the Australian Privacy
Principles.
8 (a) What is an ethics committee?
(b) Give three examples of its roles or responsibilities.
9 Briefly summarise three ethical guidelines that
must be followed when planning to use animals in
psychological research.
10 (a) Give two reasons for the use of animals in
psychological research.
(b) Give two arguments against the use of animals
in psychological research.
(c) What is the main purpose of ethical guidelines
for the use of animals in research?

LEARNING ACTIVITY 2.28

Applying ethical values

Which ethical research value — merit, integrity, beneficence, justice and respect for human beings — is relevant to each

of the following?

Statement

1. The process of recruiting participants is fair.

a B~ 0N

of harm or discomfort to participants.

. The researcher does not ‘make fun’ of a participant’s unexpected responses.
. The researcher has a commitment to following all relevant ethical standards.
. The researcher does not put pressure on a participant to consent to study participation.

. The researcher is certain that what is likely to be learnt from their study justifies the risks

Ethical value
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LEARNING ACTIVITY 2.29

Applying ethical standards to research

Suppose you have been asked to sit on an ethics committee.
The following proposals for human research have been
presented to your committee for approval. Your task is to
evaluate the proposals in terms of whether they meet the
standards, then write your recommendations, commenting on:
(@) whether the committee approves or rejects the
proposal as it is presented
(b) if the proposal is rejected, on the basis of which
ethical principle(s) it is rejected.

Proposal 1

Danielle Foster is a clinical psychologist who is interested
in how parents cope with the death of a young child.
She proposes to obtain qualitative data through research
on grieving parents’ use of support available through

the internet.

Foster is particularly interested in chat rooms dedicated
to parents who have lost a young child. In order to
obtain realistic qualitative data, she intends to pose as
a parent who has recently lost a child and participate
in discussions in several chat rooms. In the course of
her chat room participation, she will raise issues for
discussion and make judgments about the quality and
usefulness of chat room support.

Proposal 2

Dr Amir is interested in the effect of stress on
performance on the McCord IQ Test. He feels that
the test, which is very widely used in schools, gives
misleadingly low scores to students under stress.
He wants to divide his participants (VCE students)
into two groups, with 20 participants in each group.
All participants will take a fake pretest and will be
given their ‘results’. The experimental group will be
told that they failed the test and that it is surprising
that they were able to do well enough at secondary
school to make it through to VCE. The control group
will be told that they passed the test with flying
colours. All of the students will then be given the real
McCord IQ test.

Dr Amir hypothesises that the experimental group will
not do as well on the IQ test as the control group. At the
end of the experiment, all students will be debriefed and
told that the pretest was not real, nor was the feedback
following pre-testing. In addition, the true purpose of the
study will be explained.

(Proposal 2 adapted from Herzog, H. (1996, Nov-Dec).

Discussing Ethical Issues in Psychological Research.
Psychology Teacher Network, p. 12.)

REPORTING CONVENTIONS

The final and very important stage in the research
process involves the following preparation of a report
on the research and its findings. This is done for
detailed written reasons:

e to communicate or ‘share’ the results with others,
particularly other researchers interested in what
was studied, and

e to enable replication of the study to test the validity
and reliability of its results.

When reporting research, psychologists provide
a detailed description of the study and its
findings. The written report has two important
characteristics:

e there is enough information to enable close
examination of all stages of the investigation
(including the results), and, if required, to replicate
the study; and

e reporting conventions are used.

Reporting conventions are well-established and
widely recognised standards, or ‘rules’, about

how a report is written and presented. Reporting

conventions determine aspects of the report such as

writing style, its structure and organisation, headings,
presentation of tables and graphs, and formats for
referencing.

For example, the writing style used in a
psychological research report is like that of all
scientific reports. The language is formal, clear,

concise, written in the past tense, in the third person
and using the passive voice. Appropriate phrases that
meet these language standards are: ‘An experiment
was conducted to test..!, ‘Each participant was. .,
‘The results show .. !, ‘It can be concluded that. ..
Scientific reports are not written using the first
person, for example, ‘T1did..!, ‘We asked..’, ‘In my
opinion..!, ‘T believe that..!, *..and then we asked
the participants to. ..

Conventions for psychological research reports are
based on those described in the Publication Manual
of the American Psychological Association, Sixth Edition
(2010). This manual is commonly called ‘the APA
manual’ and its conventions are commonly referred
to as ‘APA format.

The APA format is widely recognised and used by
psychologists throughout the world to guide their
preparation and presentation of written and poster
research reports. These conventions are also used by
psychology students for reporting conducted as part
of their university studies.

The following guidelines for writing a research
report and referencing are based on the APA format.
Guidelines for preparing a poster report are then
considered. This type of report is less detailed and
is commonly used to provide a summary of the
key features of a research study for presentation
and display at conferences or meetings with other
psychologists likely to be interested in the research
and its findings.
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Manua

of the American Psychological Association

FIGURE 2.57 The cover of the APA manual

Written report

A standard research report is presented in sections
that follow a set order. However, the structure of
the report and organisation of the sections may
sometimes be modified to suit the particular
investigation.

Generally, the report is presented in a logical
sequence that describes:
what was done
why it was done
how it was done
what was found
what the findings probably mean.
Although the different sections of the report
(described below) are usually presented in the order
shown, they do not have to be prepared in that order.
For example, the abstract which summarises the
investigation appears first in the report but is usually
easier to write last.

Title

This should be brief (usually one sentence) and
indicate clearly what the research was about
e.g. ‘Effect of practice on reading speed’. Quite often,
researchers use a statement based on the hypothesis
for a title. Words that have no useful purpose should
be avoided e.g. ‘An experiment on..!

The title should be centred and positioned in the
upper half of a cover page. The author’s name is
written under the title and centred on the page.

Abstract

This is a brief, comprehensive summary (about
120 words) of the entire report, usually presented as a
single paragraph on a separate page.

It should include a description of what was
investigated (in one sentence if possible), participants
(specifying relevant personal characteristics such as
age and sex), the key features of the research method,
the main result(s) and the conclusion(s).

The abstract is best written last.

Introduction

This section gives the background to the research. It
often summarises theory and results of other relevant
research. If you are unable to find background
information, or it is not required by your teacher,
then you should explain the rationale (‘reasoning’) for
conducting the research.

The introduction is often written in a way that
leads the reader to a statement of the aim (‘purpose’)
of the research and the hypothesis which was
tested. The hypothesis is usually included in the last
paragraph of the introduction and should be expressed
as a specific statement which, for an experiment,
refers to the independent and dependent variables.

In formal journal articles, the introduction does not
have a heading because it is clearly identified by its
position in a report.

Method

This section clearly describes how the research was
conducted. There should be enough details for the reader
to know exactly what was done so that the research could
be replicated exactly in order to test the results.

The method is often divided into three sub-sections,
each with the relevant heading — participants (or
subjects), measures and procedure.

Participants

Includes details on how many participants were used,
important characteristics that might have influenced
the results (such as age, sex, educational background),
the population (i.e, the larger group) from which they
were drawn, and how the participants were selected
(i-e, the sampling procedure) and allocated to groups.
Details of the participants are often presented as a table.

Measures
Describes the test or other means used to collect
data. A description of any questionnaire, observation
checklist, test items, word lists and so on which
were used in conducting the research should be
included. For example, you may state that a 10-item
questionnaire was used to measure attitudes towards
violence in cartoons. Any evidence of the measure’s
validity and reliability should also be stated.
Examples or more detailed information about any
measure should be included in an appendix at the
end of the report.
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Procedure

A detailed description of all the data collection procedures.
This information should be presented in a way that
another researcher could conduct the same study just by
reading your description. Include information about the
roles of the researcher, how participants were recruited,
what they were asked to do, and so on.

Results

This section has a summary of the main results. There
should be sufficient detail to justify the conclusion(s). All
results should be accurate and displayed clearly. Tables,
graphs, charts and other figures are used, depending
what suits the type of data collected. The reader should
be able to understand any table or figure without
referring to another section of the report.

Only summary data should be presented in the
results section. If relevant, raw data could be included
in an appendix. Detailed comments on the results are
included in the discussion.

Discussion

This is where the results are examined, interpreted and
explained, especially with reference to the hypothesis. It
is also where you draw conclusions from the results.

The section usually starts with a clear statement
about whether the hypothesis is supported or rejected
on the basis of the results obtained. If the results do
not support the hypothesis, explain why.

The general relevance of the results to the
population from which the sample was drawn, and
similarities and differences between your results
and theory or other research (referred to in the
introduction), is also described in this section.

In drawing conclusions, consider and explain sources
of potential bias and other limitations or weaknesses
of'the research. Then, suggest ways of effectively
addressing these if the study were to be replicated.

Finally, try to explain the practical applications of
the findings to the real world. Often, this section ends
with suggestions for future research.

References

This section has a list of all sources cited in the report
(but no others). Every quotation or summary of
information from another source which is used in the
report must be substantiated with a reference.

The list of references should be presented in
alphabetical order based on the surname of the first
named author of a source. The formats for referencing
in psychology are described in box 2.10.

Appendices (if any)

This is where materials which do not fit into the other
sections of the report and are easily presented in
print format are placed. There should be a different
appendix for each set or category of materials. Each
appendix should be numbered and have a title (e.g.
Appendix 1. Test items for visual perception skills) and
be presented on a separate page.

Materials included in an appendix should be
referred to in the body of the report (e.g., Test items
for visual perception skills (see Appendix 1)).

Poster report

A poster is another format for reporting research. In
psychology, it is most commonly used for display and
discussion purposes. It may also be used for reporting
research conducted by students in psychology courses.

Poster formats and their specific headers can vary.
Generally, a well-constructed poster is less detailed
than the written report, covers the key features of the
research and is self-explanatory.

The VCE Psychology study design (p. 13) includes
a VCAA template (‘format’) to guide the headings,
organisation and content of a poster report. This is
shown below.

In Unit 4, one of the SACs is a student-directed
practical investigation and the VCAA poster template
must be used for the report. The poster may be
produced electronically or in hard copy and should
not exceed 1000 words. The production quality of the
poster is not assessed.

The VCAA poster template may be used in Units 1
and 2 but specific requirements can be varied by the
teacher. For example, an additional ‘Section’ (such
as an Abstract) may be included and/or some of
the ‘Content and activities’ may be excluded. The
maximum word length may also be varied.

Content and activities

Section
Title

Introduction

Question under investigation is the title

Explanation or reason for undertaking
the investigation, including a

clear aim, a hypothesis and/or
prediction and relevant background
psychological concepts

Methodology Summary that outlines the methodology
used in the investigation and is

authenticated by logbook entries

Identification and management of
relevant risks, including the relevant
health, safety and ethical guidelines
followed in the investigation

Presentation of collected data/evidence
in appropriate format to illustrate trends,
patterns and/or relationships

Results

Discussion Analysis and evaluation of primary data

Identification of outliers and their
subsequent treatment

Identification of limitations in data and
methods, and suggested improvements

Linking of results to relevant
psychological concepts

Conclusion Conclusion that provides a response to

the question

References and
acknowledgements

Referencing and acknowledgement of
all quotations and sourced content as
they appear in the poster
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Referencing in psychology

The APA manual also describes conventions for citing and
referencing sources of information used in a research report,
essay or other psychological document. The conventions
described in the APA manual are based on referencing styles
commonly known as the ‘author—date’ or ‘Harvard’ system.
There are numerous examples of the APA method within this
text and in the references at the back.

Citations

Whenever another source is used to present evidence, give
an example, develop an argument and so on, the source must
be cited. This procedure helps the reader distinguish between
your ‘ideas’ and ‘work’ and those of another person(s).

When writing a research report (or another document),
it is sometimes necessary to cite within a sentence, and
at other times at the end of a sentence (or paragraph).
Examples of how this is done are:

Within a sentence:
One author: In a study by Trotter (2010), participants were
required. ..

Two authors: A similar result was reported by Trinh and
Jones (2012), who found that...

Three authors: Black, White, and Yellow (2013) studied
the effects of ...

Four authors: Samir, Vlahos, Smith, and Chan (2014)
concluded that...

Five authors: Costas, Sim, Crow, lona, and Ling (2015)
predicted that...

Six or more authors: Franklin et al., (2016) proposed that. ..

Three or more authors cited again: Black et al., (2013)
concluded that...

Note that ‘et al.’ is a short form of ‘et alia’, which is
Latin for ‘and others’. In this text we prefer to use et al.
for citations from journal articles or texts with four or
more authors.

Format

Book 1. Author. (Surname of author then their initials. If
more than one author, all names are presented in
the order they appear on the title page of the book.)

2. Year of publication. (Enclosed in brackets, followed

by a full stop)

At the end of a sentence:

One author: The sex of the person in need of help was
a factor that influenced whether or not the research
participants would provide help (Willow, 1980).

Two authors: Our attitudes do not always match our
behaviour (Pine & Chan, 2004).

Three to five authors: This behaviour is not unique to
humans. It has also been observed in primates such as
apes and gorillas (Cole, Schnell & Koumaki, 2005).

Six or more authors: . . . therefore, visual perception is
fallible (Black et al., 2005). .. apes and gorillas (Cole
et al., 2005).

Citing references within sources

Sometimes you need to cite a source that was referred to by

another author; for example, when you read about a study

or research finding that was summarised and cited in a

textbook. In this case, you would cite the source as follows:
Watson (as cited in White, 2015) replicated the study

using. ..

Quoting from a source

If you copy (word for word) information from another

source instead of summarising the information using your

own words, you should use quotation marks at the start

and end of the quotation, use an ellipsis (...) when you

omit words, and provide the reference and page number.

For example:

Tanaka and Young (2001) explained the observation in
terms of ... the inability of a three-month-old child to
recognise themself’ (p. 18).

The reference list

The reference list includes all references used in
compiling the report or other document. The references
are presented in alphabetical order based on the surname
of the first author (if there is more than one) using the
formats in the following chart. There are some minor
variations to suit VCE Psychology.

Example

Book with one author: Carr-Gregg, M. (2014).
Beyond cyber bullying. Camberwell, Vic: Penguin.
Book with two or more authors: Plomin, R., DeFries,
J.C., McClearn, G.E., & Rutter, M. (2012). Behavioural
genetics. New York: W.M. Freeman.

Book with another edition:
Grivas, J. (2016). Psychology for the VCE student:

. Title of book. (Italicised and followed by a full stop)

. Edition: (If a second or subsequent edition, ‘edition’

is abbreviated, enclosed in brackets and followed
by a full stop.)

. City of publication (and state if city is not well

known), followed by a colon

. Name of publisher. (Followed by a full stop. Omit

terms such as Publishers, Co., and Inc. Retain the
words Books or Press).

Units 1 and 2 (7th ed.). Milton, Qld: John Wiley & Sons.

Online book: If available only online, the URL (full
http address) takes the place of the publisher
location and name but it is not underlined, active
or followed by a full stop e.g. Grivas, J. (2016).
Psychology for the VCE student: Units 1 and 2
(7th ed.). Retrieved from http:/www.jaconline.com.
au/page/vce-psychology

(continued)
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(continued from previous page)

Format

Example

Chapter or
article in an
edited book

Journal
article

Pamphlet/
brochure/
fact sheet

Newspaper
or magazine
article

Internet
(including
YouTube)

e

. Author of chapter/article. (Surname of the author

then their initials. If more than one author, all names
are presented in the order they appear on the title
of the chapter/article.)

. Year of publication. (Enclosed in brackets, followed

by a full stop.)

. Title of chapter/article. (Not italicised, followed by a

full stop and the word In.)

. Author of book. (Initials of author followed by

their surname and Ed. in brackets. If more than
one author, all names are presented in the order
they appear on the title of the chapter/article and
followed by Eds. in brackets.)

. Title of the book. (ltalicised and followed by the

page numbers in brackets, then a full stop.)

. City of publication (and state if city is not well

known, followed by a colon.)

. Name of the publisher. (Followed by a full stop.

Omit terms such as Publishers, Co., and Inc. Retain
the words Books or Press.)

. Author. (Surname of author then their initials. If

more than one author, the names are presented in
the order they appear in the article.)

. Year of publication. (Enclosed in brackets, followed

by a full stop)

. Title of article. (Followed by a full stop)
. Title of journal. (Underlined or italicised and

followed by a comma)

. Volume number of journal. (ltalicised and followed

by the issue number (if there is one) in brackets and
not italicised, then a comma.)

. Page numbers. (Followed by a full stop)
. Author. (Surname of author then their initials, or the

organisation name, followed by a full stop.)

. Year of publication. (Enclosed in brackets, followed

by a full stop.)

. Title (ltalicised)
. Type. |dentify as a pamphlet, brochure or fact

sheet. (In brackets, followed by a full stop.)

. City of publication (and state if city is not well

known, followed by a colon)

. Name of the publisher. (Followed by a full stop.)
. Author. (Surname of author then their initials. If

more than one author, the names are presented in
the order they appear in the article.)

. Date of publication. (Enclosed in brackets, with

the year before the month and day, followed by a
full stop)

. Title of newspaper/magazine. (Italicised and

followed by a comma)

. Page numbers. (Followed by a full stop)

. Author. (Surname of author then their initials, or the

organisation name, followed by a full stop)

. Date of website publication. (If available and

enclosed in brackets, followed by a full stop)

. Title of article. (If specified)
. When retrieved if date of publication is not

available. (Year, month, date followed by a comma
and the word ‘from’)

. URL. (Not underlined, active or followed by a full stop)

Kostas, M. (2016). Train your brain. In |. Smith &
S. Battista (Eds.), Advances in neuropsychology
(pp. 103-115). New York: Academic Press.

Online: If available only online, the URL takes the
place of the publisher location and name, but it is
not underlined, active or followed by a full stop,

e.g. Kostas, M. (2016). Train your brain. In I. Smith &
S. Battista (Eds.), Advances in neuropsychology
(pp. 103-115). Retrieved from http://www.store.
elsevier.com/Academic-Press/IMP_5

One author: Caughy, M.O. (2010). Health and
environmental effects on the academic readiness
of school age children. Developmental Psychology,
32, 515-522.

Two or more authors: Bushman, B.J., & Huesmann,
L.R. (2006). Efects of violent media on aggression
in children. Journal of Developmental Psychology,
16(4), 348-352.

Print copy
Black Dog Institute. (2015). Causes of depression
(Fact sheet). Randwick, NSW: Black Dog Institute.

Online

SANE Australia. (2014). Antidepressant medication
(Fact Sheet). Retrieved March 23, 2015, from
http://www.sane.org/information/factsheets-
podcasts/200-antidepressant-medication

If you know the author: Smith, K. (2015, July 10). Study
shows busy minds good for health. The Age, p. 13.

If you do not know the author: Personality types in
the workplace. (2016, January 12). Herald Sun, p. 32.
Online: If accessed online, the URL takes the place
of the page number/s , but it is not underlined, active
or followed by a full stop e.g. Smith, K. (2015,

July 15). Study shows busy minds good for health.
The Age. Retrieved from http://www.theage.com.au

When publication date is known:

Mayo Clinic (2015). Tests and procedures: Deep
brain stimulation (video file). Retrieved http:/www.
mayoclinic.org/tests-procedures/deep-brain-
stimulation/basics/definition/prc-20019122

When publication date is not known:

Feral child found living in jungle (n.d.). Retrieved May
10, 2015, from http://www.news.com.au/national/
child-found-living-jungleim story_13178.asp
YouTube:

The Royal Children’s Hospital Melbourne (2013,
December 18). Having a CT scan of your head
(video file). Retrieved from https:/www.youtube.
com/watch?v=VaDILD97CLM
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Format Example

Motion picture 1. Main contributors. (Surname first, and, in Movie: Howard, R. (Director) & Goldsman, A. (Writer).

(movie), brackets, the role of the main contributors, usually - (2001). A beautiful mind (Motion picture). Beverly

TV program, the director and/or writer) Hills, California: Imagine Entertainment.

DVD, audio 2. Year or date released. (Enclosed in brackets and DVD: Howard, R. (Director) & Goldsman, A. (Writer).
followed by a full stop) (2002). A beautiful mind (DVD). Beverly Hills,

3. Title. (Italicised)

4. Type. (Identify as a motion picture or other media
type, in brackets and followed by a full stop.)

5. Origin. (Give the place of origin, where it
was primarily made and the name of the
production company)

California: Universal Studios Home Video.

TV program: Alexis, T. (Executive producer). (2015,
March 20). The 7 pm report (Television broadcast).
Melbourne, Vic.: Network TEN.

. Initials and surname of communicator L. Cosgrave (interview, 23 May, 2013).

—_

Personal

communication 2. Type of communication (in brackets)

or interview 3. Date of communication (in brackets and followed q

(e.g. class notes by full stop) eGuide
and data,. Ietter.s, Note: Personal communications are not included in Digital Object
personal interviews, 55 APA-type reference list because they are usually Identifier
telephone not recoverable/accessible. (DOI) number

conversations, email)

Example 1. Journal article (print copy)

Authors’ names:
last name
followed by initials

Carr-Gregg, M. R. C., Enderby, K. C., & Grover, S. R. Risk-taking behaviour —
of young women in Australia: screening for health-risk behaviours.

";lsrmn:ﬁ:] Joﬁﬂﬁgggw ¢ Issue number Page numbers
i o not in italics in the journal
italics italics

Example 2. Web site

Web st | e |

(author) name ‘

|
beyondblue. Treatments for depression. Retrieved from

Full URL

FIGURE 2.58 Examples of conventions used by psychologists for referencing. Note the use of commas, full
stops and italics. Colour is used here for illustration purposes and is not a convention.
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LEARNING ACTIVITY 2.30

Review questions

1
2

3

Explain the meaning of the term reporting convention.
What is a potential benefit of following conventions
when reporting research?

List, in their correct order, the main sections of a report
on psychological research.

Consider box 2.10 on referencing in psychology.
Rewrite the following references correctly for inclusion
in the reference list for a psychological research report
or essay.

1.

Joseph Santana, Psychology of the adolescent —
2006, John Wiley & Sons, Milton, Queensland
pages 73-5.

Maria Kotsakidas, Henry J Smith and William Tan.
Prosocial behavior in Eastern cultures, page 26 of

4th Edition. Published in 2009 by Cougar Publishers
Incorporated in Tokyo Japan.

Reports on death row and bereavement of

friends and relatives by people aged 80+. Journal
article by Peter William Tobin, Susan Willow and
Chester Willis McFadden in 2006 Volume 27 of

the Australian Journal of Social Psychology on
pages 34-41.

. An article called Violence Reigns Supreme in King

Street on page 22 of the Age on Wednesday 20th
July 2009; written by Felicity Mohammad.
Statistics from a web site: Mental illness statistics.
Retrieved from Better Health Channel on

1 May 2015 at http://www.betterhealth.vic.gov
.au/bhcv2/bhcarticles.nsf/pages/Mental_iliness_
statistics?open
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CHAPTER SUMMARY

RESEARCH
METHODS IN

PSYCHOLOGY

—[Step 1: Identify the research topic

—[Step 2: Formulate the research hypothesis

psychological
research and

—[ Role of ethics committees

—[Step 3: Design the research ]
Steps in — Research hypothesis versus theory
— psychological |- —[Step 4: Collect the data ] and model
research
—[Step Ll U L ] — Independent and dependent variables
—[Step 6: Interpret and evaluate the results ] | Operationalising independent and
dependent variables
—[Step 7: Report the research and findings ] __ Experimental and control groups
—[Sample and population ] — Extraneous variables
—[Research hypothesis l_ — Confounding variables
- — ldentifying potential extraneous and
-[Experlmental research ]_ confounding variables
Research — - — Ways of minimising exiraneous
| methods — —[Advantages and limitations of experimental research ] and confounding variables
—[Cross-sectional studies }— Advantages and limitations of
cross-sectional studies
—[ Case studies Advantages and limitations of case studies
— Natural and contrived settings
—[Observational studies — Participant and non-participant observation
— Advantages and limitations of observational
studies
—[Self-reports — Questionnaires
— Interviews
- — Rating scales
—[Prlmary and secondary data ] — Advantages and limitations of self-reports
— Types of data —
—[Qualitative and quantitative data ] Tables
Graphs
—[ Descriptive statistics Percentages
Organisin Mean as a measure of central tendency
prgs enting, -['"fefeﬂﬁal statistics ] Standard deviation as a measure of variation
| and interpreting | | around the mean
data -[ Conclusions and generalisations ]
Reliabili
—[Reliability and validity in research V:I;:::[lty
—[National Statement on Ethical Conduct in Human Research — i‘:]’f"otl?:lggig:“d security of participants’
Ethics in — Confidentiality

— Voluntary participation

—[Australian Privacy Principles

f__-

reporting — Withdrawal rights
—[Role of the experimenter — Informed consent procedures
— Use of deception
Use of animals — Debriefing
in psychological — Title
research | Abstract
— Introduction
— Method
Written report — Results
| | Reponiqg — Discussion
conventions L References
Poster report ]  Appendices (if any)
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CHAPTER 2 TEST

SECTION A — Multiple-choice questions

Choose the response that is correct or that best answers the question.

A correct answer scores 1, an incorrect answer scores 0.
Marks will not be deducted for incorrect answers.

No marks will be given if more than one answer is completed for any question.

Question 1
The main purpose of ethical standards for research is to

A. ensure validity and reliability of the results.

B. ensure that the research proceeds scientifically.

C. safeguard the rights and wellbeing of participants.
D. keep problems with participants to a minimum.

Question 2

A researcher studied differences in the behaviour of
newborn babies who are breast-fed and newborn babies
who are bottle-fed. The psychologist conducted the
research with 20 mothers and their newborn infants at

the Royal Women’s Hospital (RWH). The 20 mothers
(and infants) were selected from a group of 45 mothers

at the RWH who had all volunteered to participate in the
experiment. There were another 50 mothers with newborn
infants at the hospital, but these mothers did not volunteer
to be in the experiment.

In this experiment, there were mothers (and their
infants) in the sample, and mothers (and their infants)
in the population.

A. 20; 95
B. 45; 50
C. 20; 45
D. 45;95

Question 3

A researcher interested in the effects of anxiety on exam
performance asked research participants to describe how
they feel during an exam when they come across a question
they know they will get wrong. The participants’ responses
were tape-recorded so that they could be analysed at a

later time.

The type of data obtained by the researcher is best
described as

secondary data.
quantitative data.
numerical data.
qualitative data.

CPOFP

Question 4

When the researcher replayed the tape of participants’
responses to the questions asked in the experiment described
in question 3, it was decided to summarise the data using

a table which showed the number of times certain anxiety-
related words, such as ‘worried” and ‘scared’, and non
anxiety-related words such as ‘nothing” and ‘didn’t care’,
were used. This type of data is best described as

A. secondary data.

B. quantitative data.

C. qualitative data.

D. quantitative and qualitative data.

Question 5

To test the notion that ‘two heads are better than one’, a
psychologist measures how long it takes people working
either in groups of two or working alone to solve a problem.
The independent variable is

A. the problem.

B. the number of people working on the problem.
C. the time it takes to solve the problem.

D. whether or not the problem is solved.

Question 6

Minimising unwanted effects of variables other than the
independent variable involves controlling

A. participant responses in the experimental condition.
B. participant responses in the control condition.

C. extraneous variables.

D. dependent variables.

Question 7

Which of the following procedures would be considered to
be unethical when conducting research?

A. choosing only volunteers as participants in an experiment

B. disclosing a participant’s extraordinary test results to the
media without obtaining written consent to do so from
the research participant

C. testing a child’s ability to do algebra even though the
child’s ability to do algebra is already known

D. allowing a participant to discontinue being in the
experiment, even though the experiment has started
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Question 8
A research hypothesis is

A. a prediction about the results to be obtained for a study.

B. theory or findings from prior research of interest to the
researcher.

C. a statement about whether the results apply to the
population of research interest.

D. a statement about the accuracy of the results of a study.

Question 9

In an experiment, the group of participants used for
comparison purposes in order to measure any change caused
by the IV is called a/an

A. independent variable group.
B. placebo group.

C. experimental group.

D. control group.

Question 10

A researcher collected data for a study on the amount of
vacation time employees had and their happiness at work.
The data were presented in the following graph.

/
/
/
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o

Happiness at work (%)

N
o

The type of graph they used to show the results is called a

A. line graph.

B. bar graph.

C. chart.

D. measure of variability.

Question 11
The most important feature of a table is that

A. percentages have been calculated.

B. the data are displayed in an orderly arrangement of rows
and columns.

C. means have been calculated.

D. all raw data are included and accurately reflect
participants’ responses.

Question 12

Which of the following series of steps is the most
appropriate sequence for conducting psychological research
using scientific method?

A. design the research, collect data, formulate hypothesis,
analyse data, interpret data, report findings

B. formulate hypothesis, design the research, collect data,
analyse data, interpret data, report findings

C. design the research, collect data, analyse data, interpret
data, formulate hypothesis, report findings

D. formulate hypothesis, collect data, design the research,
interpret data, analyse data, report findings

Question 13
To generalise from the results of a research study means

A. overstating the results.

B. stating whether the results can be replicated.
C. restricting the conclusion(s) to the results.

D. applying the results to the sampled population.

Question 14
Validity in research means that

A. the participants knew what they had to do.

B. the researchers knew what they were doing.

C. the research study produced results that accurately
measured the behaviour or event that it claimed
to measure.

D. the researchers obtained results that were consistent and
dependable.

Question 15
A research hypothesis with operationalised variables states

A. whether the results are valid and reliable.

B. the sample from which the population was drawn.

C. whether the IV and DV can be controlled.

D. how the IV and DV will be manipulated and measured.

Question 16

One way of controlling an experimenter effect is to
ensure that

A. the experimenter is unaware of the experimental
conditions to which research participants have been
allocated.

B. the experimenter explains the instructions clearly.

C. the experimenter is informed about which participants
are in which groups.

D. only the research assistants know which participants are
in the different experimental groups.

Question 17

The internal validity of research study involves its ,
whereas its external validity involves its

A. design; generalisability

B. design; replicability

C. generalisability; replicability

D. generalisability; design
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Question 18

An extraneous variable is linked to the lack of motivation
by participants in an experiment. This type of extraneous
variable is best described as a/an variable.

A. experimental
B. experimenter
C. participant

D. motivational

Question 19
The standard deviation summarises the

A. differences in means of a set of scores.

B. scores that differ in variation.

C. most commonly occurring score in a set of scores.
D. spread of scores from the mean for the set of scores.

Question 20

A difference between a confounding variable and an
extraneous variable is that

A. a confounding variable can become an IV.
B. an extraneous variable can become an IV.
C. an extraneous variable may or may not affect the IV.
D. an extraneous variable may or may not affect the DV.

Question 21

In an experiment, the variable that is manipulated or

changed in some way by the experimenter is called the
variable, whereas the variable that is measured to find

out the effects of the treatment is called the variable.

A. control; experimental
B. independent; dependent
C. experimental; control
D. dependent; independent

Question 22

A researcher used a statistical procedure to determine the
extent to which chance may have been responsible for the
difference in mean scores obtained for two groups used in
an experiment. The type of statistic used for this purpose is
called a/an statistic.

A. chance

B. descriptive
C. inferential

D. significance

Question 23

A researcher conducted an experiment on the effectiveness
of a new study technique for memorising Chinese characters
used in reading and writing. Two groups of participants
were used.

Group A were given instructions on how to use the new
study technique, then required to memorise a list of

20 Chinese characters. Group B were simply asked to
memorise the list of 20 Chinese characters. All participants
in each group were given a test of recall on the list of
characters.

A mean score of 14 correct responses was obtained
for Group A and a mean score of nine was obtained
for Group B.

In this experiment, the independent variable is ;
whereas the dependent variable is

A. use of the new study technique; the number of Chinese
characters correctly recalled

B. Group A; Group B

C. the number of Chinese characters correctly recalled; use
of the new study technique

D. Group B; Group A

Question 24
The results of a research study are said to be reliable when

A. the researcher has conducted an experiment that
established a cause—effect relationship.

B. the results are consistent and dependable.

C. the researcher has drawn conclusions that are accurate.

D. an appropriate research method is used.

Question 25

A researcher is interested in studying why some people
willingly give up their personal time to help others. She
has seen people operating a hot soup outlet for homeless
people after midnight and decides to survey the operators.
The researcher’s sampling procedure is best described as
___ sampling.

A. random

B. convenience

C. stratified

D. situational
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SECTION B — Short-answer questions

Answer all questions in the spaces provided. Write using black or blue pen.

Question 1 (4 marks)
(a) What is a case study? 1 mark

(b) In what way is a cross-sectional study different from a case study? 1 mark

(¢) Describe one limitation of a case study. 1 mark

(d) Describe one limitation of a cross-sectional study. 1 mark

Question 2 (1 mark)

Explain a potential limitation of small sample size when drawing conclusions.

Question 3 (5 marks)
(a) What is an order effect? 1 mark

(b) In which type of experimental research design is an order effect more likely to occur? 1 mark

(c) Explain your answer to (b) above. 2 marks

(d) Name the procedure used to minimise or control this effect. 1 mark

Question 4 (2 marks)
(a) What is the placebo effect? 1 mark

(b) How is this effect best controlled? 1 mark

Question 5 (2 marks)
(a) What is experimenter expectancy? 1 mark

(b) Explain how experimenter expectancy can produce results due to a self-fulfilling prophecy. 1 mark
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Question 6 (5 marks)

A researcher wanted to find out whether the presence of nicotine in the bloodstream is linked to sleep loss, specifically sleep
loss resulting from spending more time trying to fall asleep.

To investigate this issue, one group of 15 volunteer students who were smokers and enrolled in the first year of the
Psychology course at a Victorian regional university (Group 1) were required to attend the university’s gym at 9.00 pm on
Tuesday evening, smoke ten 8 mg cigarettes during a 90-minute period while listening to classical music, and then go to
sleep as quickly as they could in one of the standard single beds at the other end of the gymnasium.

On Friday evening later that week, the procedure was repeated with another group of 12 volunteer smokers who were also
enrolled in the first year Psychology course (Group 2). However, participants in this group were not permitted to smoke any
cigarettes in the one-hour period before being asked to go to sleep in one of the beds.

Both groups were carefully observed from outside the gym by two research assistants through a monitor hooked up to infra-
red cameras. The research assistants recorded the precise time when each participant was observed to fall asleep.

The results are presented in the graph below. The researcher concluded that neither smoking nor the presence of nicotine in
the bloodstream cause sleep loss.

45
40
35
30
25
20
15
10

Mean time taken to fall asleep (mins)

Smoked Did not smoke
cigarettes cigarettes

Presence of nicotine

(a) Identify the operationalised independent and dependent variables. 2 marks

(b) Explain whether the conclusion made by the researcher is justified. 2 marks

(c) Describe one limitation of the research design used for the study. 1 mark

Question 7 (2 marks)
(a) Name the procedure used to control individual participant differences in an independent groups experiment. 1 mark

(b) Explain how this procedure minimises any unwanted influence of this variable. 1 mark
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Question 8 (2 marks)
(a) What does it mean to standardise procedures for a research study? 1 mark

(b) Why are the research procedures standardised? 1 mark

Question 9 (1 mark)
Name a data collection method for obtaining self-reports.

Question 10 (1 mark)
Explain why volunteer participants are required to give informed consent.

SECTION C — Research scenario

Answer the questions in the spaces provided. Write using black or blue pen.
Your responses may include diagrams, charts and tables.

A psychologist conducted an experiment to investigate a new online method of teaching algebra called Algebratics. She
wanted to find out whether teaching young children using Algebratics is more effective than the standard textbook approach
to teaching algebra in many schools. The psychologist predicts that children who use Algebratics will score higher on an
algebra test.

To test her hypothesis, one class of year 6 students in a local primary school was taught a new algebra topic through
Algebratics. This took place for one hour at 9 am on the first four days of the school week. Their teacher was trained in
Algebratics to ensure the method was used correctly. Another year 6 class at the same school was taught the same topic, at
the same time by their teacher through the standard approach. Both classes had 24 students, each with 11 males and

13 females. Informed consent was obtained for all participants.

On Friday at 9 am, all participants were given 30-minute test on the topic. Their classroom teacher administered the test
under strictly controlled test conditions. The results are shown in figure 1 below.

80

B Males
[ Females

70 1

60 -

50 ~

40

Mean test score

30 ~

20 ~

10 |

0 -

Algebratics Standard

FIGURE 1 Test scores for algebra teaching methods
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Question 1 (1 mark)
Identify the experimental and control groups.

experimental group:

control group:

Question 2 (2 marks)

Operationalise the independent and dependent variables in the experiment.

independent variable:

dependent variable:

Question 3 (1 mark)
Write a research hypothesis for the experiment.

Question 4 (1 mark)

Name the experimental research design.

Question 5 (10 marks)
Construct a discussion containing

* a description and analysis of the results

* the conclusion(s) based on the hypothesis

* an explanation of whether the results can be generalised with reference to external validity
* a description of a limitation or weakness of the experiment.

eBook

The answers to the multiple-choice questions are in the answer section at the back of
this book and in eBookPLUS.

The answers to the short-answer questions are in eBookPLUS.
The answers to the research scenario are in eBookPLUS.
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UNIT 1

How are behaviour and
mental processes shaped?

AREA OF STUDY 1

How does the brain function?

CHAPTER 3 Role of the brain in mental
processes and behaviour

CHAPTER 4 Brain plasticity and brain damage

AREA OF STUDY 2

What influences psychological development?

CHAPTER 5 The complexity of psychological
development

CHAPTER 6 Atypical psychological development

| OUTCOME

m describe how understanding of brain structure
and function has changed over time, explain how
different areas of the brain coordinate different
functions, and explain how brain plasticity and brain
damage can change psychological functioning

OUTCOME

m identify the varying influences of nature and
nurture on a person’s psychological development,
and explain how different factors may lead to
typical or atypical psychological development

Ty




CHAPTER

Role of the brain in mental
processes and behaviour

KEY KNOW

the influence of different approaches over time to
understanding the role of the brain, including the brain vs
heart debate, mind-body problem, phrenology, first brain
experiments and neuroimaging techniques

the basic structure and function of the central and
peripheral nervous systems as communication systems
between the body’s internal cells and organs and the
external world

the role of the neuron (dendrites, axon, myelin and axon
terminals) as the primary functional unit of the nervous
system, including the role of glial cells in supporting
neuronal function

the basic structure and function of the hindbrain
(cerebellum, medulla), midbrain (reticular formation) and
forebrain (hypothalamus, thalamus, cerebrum)

the role of the cerebral cortex in the processing of complex
sensory information, the initiation of voluntary movements,

language, symbolic thinking and the regulation of emotion,

including localisation of function.

Complexity of the brain 96

Approaches over time to understanding
the role of the brain 97

First brain experiments 103

Nervous system: structure and function 113
Role of the neuron 118

Glial cells 121

Structure and function of brain areas 122

Roles of the cerebral cortex 129




Consider some of what your brain is doing as you
read this passage of text. In order to read, symbols
are seen on the page, organised into words, and
the words are connected with meanings from
memory. Then these meanings are combined to
form thoughts. While you focus your attention

on reading, you are less aware of any background
sounds, perhaps the whispers of people around
you, the footsteps of someone outside the room

or the engines of an overhead plane. You are also
less aware of other types of sensory information,
such as the pressure of your bottom on the chair
and where your arms and legs are. Once you pay
attention to any of these, you will become fully
aware of them and your brain will start processing
that information.

In addition to processing the information you are
reading, your brain is performing numerous other
functions to keep you alive, such as ensuring that you
breathe oxygen, your heart beats, your core body
temperature remains
within a suitable range
and that your digestive
system processes any food
you have eaten. You are
generally unaware of
these activities.

Your brain sends and
receives messages through
its extensive nervous
system via the spinal cord
to control your breathing,
maintaining just the
right amount of oxygen
in your bloodstream, as
well as adjusting your
blood pressure to keep
fresh oxygenated blood
flowing throughout your
entire body. Your brain
continuously monitors
and regulates almost all of
the internal conditions in
your body. For example,
it regulates the nutrient

content in your bloodstream, which provides one of
the signals to eat again. It also regulates the amount
of water your body needs to stay in chemical balance
and the activity of the endocrine system that secretes
hormones into your bloodstream to help regulate the
normal functioning of bodily processes.

Your brain is one of the less obvious features
that distinguish you from primates and all other
living things. Everything that makes you who
you are comes from the way your brain cells
interact and connect. It is the source of your
consciousness — your awareness of who you are,
your state of being and your external environment.
It stores all your knowledge and memories, enables
you to experience emotions and gives you your
personality. Ultimately, it shapes your hopes and
dreams for the future. It is the ability of our brain
to perform these types of functions that makes us
human. But our brain may not look or feel as if it
does all this.

FIGURE 3.1 The human brain is a complex structure that is involved in virtually
everything we think, feel and do.
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COMPLEXITY OF THE BRAIN

If you cupped a human brain in your hands it would
feel soft and squishy, like firm jelly. After a couple
of minutes, if you turned the brain upside down, you
would see a flattened bit left in the tissue from the
weight of the brain resting in your hands. This would
give you an idea of how delicate it is.

To protect and keep this fragile organ in place,
the brain is covered by three transparent, ‘skin-like’
membranes (the meninges) and encased in a hard,
bony skull. Also protecting the brain is a watery-like
liquid (cerebrospinal fluid) that circulates between the
membranes. This provides a cushion against knocks to
the head, protecting the brain from injury unless the
knock is quite hard. The many arteries you can see carry
nutrients and oxygen-rich blood throughout the brain.
Without this blood, brain tissue quickly dies.

If you peeled back the membranes you could touch
the wrinkly looking surface and feel its many bulges and
grooves. This outer layer of tissue (the cerebral cortex)
covers the largest part of the brain (the cerebrum).

If you actually touched the brain of a living person
they would not feel anything. Only if you stimulated
some part beneath the surface with a low dose of
electric current would the person react. The brain
receives sensory messages from elsewhere in the
body, but has no sensory receptors of its own. For
example, there are no pain receptors in the brain
tissue itself. That's why surgeons can perform brain
operations on patients who are awake.

If you sliced the brain in half, downward through
the middle from side to side, you would see its inner
features. Although not all features are distinctive to the
untrained eye, you would notice that the inside does not
all look the same. Both dark and light areas of tissue are
visible and these represent different brain parts.

The darker areas, called grey matter, are largely
composed of nerve cell bodies and their local
connections to each other. The outer cerebral cortex

FIGURE 3.2 Slicing the brain as shown in (a) would reveal inner features

such as those in (b).
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layer is entirely made up of grey matter, although it
would look more pinkish than grey in a fresh or living
brain because of the presence of very thin blood
vessels (capillaries). The lighter areas, called white
matter, are mostly nerve fibres that connect distant
brain areas to one another. They have a fatty coating
that produces the whitish appearance. White matter is
found in abundance beneath the cortex.

Two wing-shaped cavities (ventricles) are also easily
seen. These are in the cerebrum. They are the largest
of the brain’s four ventricles which together form an
inner communication network. All are filled with
cerebrospinal fluid that flows between them.

Despite its fragile look and feel, the brain is the
most complex organ in the body and perhaps the most
complex natural or artificial structure in the known
universe. Its remarkable complexity is largely invisible
to the naked eye. You cannot see that it is densely
packed with structures, systems, functions, connections
and interconnections, many of which are still not
fully understood. Within the brain’s tissue are roughly
86 billion individual nerve cells called neurons. Each
neuron is connected to between 1000 and 15 000 or more
other neurons, so there are trillions of connections.

These connections form numerous networks along
which information is electro-chemically sent and
exchanged. If there were no order to this complexity,
it would be extremely difficult to understand brain
function. Advances in brain imaging and recording
technologies during the past 30 years or so have
dramatically increased understanding of brain
function. However, psychologists and neuroscientists
still know only a fraction of what there is to know
about how the brain works.

In this chapter we examine some of the approaches
over time to understanding the brain and its role in
mental processes in behaviour. We then examine the
brain’s basic structure and function at the cellular
level followed by the roles of specific brain areas.
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sl
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FIGURE 3.3 The human brain is often described as the most complex natural or artificial structure in the known universe.

LEARNING ACTIVITY 3.1

Reflection

If brain transplants were possible, the identity and
personality of the person whose brain is transplanted may
be given to another person. Comment on whether brain
transplants should be permitted and explain your view.

APPROACHES OVER TIME TO
UNDERSTANDING THE ROLE OF
THE BRAIN

The desire to understand ourselves and others has
probably existed from the time our early ancestors
developed the ability to reflect on their behaviour
and that of others. It is possible that they were just
as curious as we are today about why we think, feel
and behave as we do. Our early ancestors, however,
lacked the means to test their ideas and obtain the
knowledge they sought.

There is evidence that philosophers in ancient
Greece as far back as 2000 years ago spent considerable
time contemplating the role of the brain in mental
processes and behaviour. But these philosophers could
advance understanding only to a certain point. Their
ideas were mostly limited to personal observations,
reflection, hunches and reasoning.

Although philosophers were good at reasoning,
arguing and documenting their ideas, they rarely
settled their differences of opinion. This is because
their approach to understanding mental processes
and behaviour, like our early ancestors, did not
enable them to properly test their ideas by collecting
empirical evidence to support their arguments.

By the nineteenth century, researchers were making
progress in answering questions about the brain that
philosophers could not. For example, researchers
dissected the brains of dead animals or people whose
bodies had been donated or sold to medical science.
Autopsies were also conducted on people who had died
from a brain injury. Living people and animals were
also studied. Valuable information was obtained from
studying living people who had experienced a brain
injury in an accident or as a result of disease. There
were also animal experiments in which parts of the
brain were intentionally injured or removed to study the
effects on behaviour. Most of the researchers throughout
the nineteenth century were physicians, physiologists
or anatomists, so research predominantly reflected a
biological perspective.

Although early research provided useful information
about the brain, this information was mainly limited to
the structure of the brain, such as which part controlled
a specific function. Relatively little was known about
the actual function of the brain, such as how and when
different brain structures and areas ‘work’, their
relationships to other brain structures and areas, and
nerve pathways linking them.

None of the early techniques for studying the
brain enabled researchers to directly observe and
study the brain functioning as it normally does in
a healthy, living person. Consequently, researchers
had to rely on making assumptions about underlying
brain function based on observations of participants’
responses in experimental tasks, or, in some cases,
invasive medical procedures that would not be
permissible according to the ethical standards all
researchers must now follow.

The development of new technologies during
the 20th century in particular helped advance
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understanding of the brain in significant ways. These
have become increasingly sophisticated over time.
Researchers can now observe and record images of
the brain ‘at work’ in a healthy, living person in a
non-invasive way. For example, researchers have
access to very sensitive brain scanning and recording
equipment that can reveal the brain areas that are
active (and inactive) while a participant responds to
some kind of experimental manipulation.

There have been both scientific and non-scientific
approaches to understanding the role of the brain
in mental processes and behaviour. First, we briefly
consider ideas and approaches that relied more on
opinion than science, focusing on differing views
about the nature and location of the body part believed
to be the source of our behaviour. We then examine some
of the early brain experiments and the new technologies
that promoted scientific investigations of the brain.

Brain versus heart debate

Is our brain or heart the source of our thoughts,
feelings and behaviour? The ancient Egyptians didn't
think the brain had any role at all. When the pharaoh
Tutankhamen was mummified more than 3300 years
ago, four vital organs were carefully preserved in jars
in his tomb — the liver, lungs, stomach and intestines.
There was no jar for his heart.

The Egyptians believed the heart held the mind
and soul and was the source of all wisdom as well as
memory, emotion, personality and all life forces. So it
was left in its place inside the body. All these organs
were considered essential to fully take part in the
afterlife. The brain, however, was removed with an
iron hook through the nostrils and thrown out. It was
not considered an asset.

The origin of the brain versus heart debate
can be traced back to the writings of the ancient
Greek philosophers. Amongst the earliest surviving
documented records are those of Alcmaeon and
Empedocles. Alcmaeon located mental processes in
the brain and therefore took the brain side of the
debate. This view is often called the brain hypothesis.
Empedocles located mental processes in the heart and
therefore took the heart side of the debate. This view
is called the heart hypothesis. The pros and cons of
each side were debated for the next 2000 years.

Alcmaeon (about 500 BCE) is widely regarded as
the first person to identify the brain as the source
of mental processes. He was interested in anatomy
and sometimes dissected organs in dead animals. For
example, he discovered the optic nerve connecting
the eyes to the brain, probably by dissecting an
eyeball. This led him to believe that all our senses
are connected to the brain in some way. Therefore,
the brain was the centre of understanding and
played a vital role in perceptions, thoughts and other
mental processes. It also followed that if the brain
was injured then its functions could be disrupted or
stopped (Celesia, 2012; Debernardi, et al., 2010).

Empedocles (490-430 BCE) is best known for his
proposal that every living and non-living thing in the
world is made from four elements — earth, fire, air
and water. He reasoned that the heart was the centre
of the body’s blood vessel system so the human soul
is blood and our thoughts must therefore be located
in the blood, particularly around the heart. He also
argued that our perceptions were formed in the blood
and since blood was the means by which we all think
(and feel pleasure and pain), the degree of someone’s
intelligence depended on the composition of the blood
(Gross, 1995; Kahn, 2013).

FIGURE 3.4 (a) A forensic medical expert conducting a CAT scan of the remains of Egyptian pharaoh Tutankhamen.
(b) Jars in which the liver, lungs, stomach and intestines of mummified pharoahs were stored. The brain was
considered useless in the afterlife so it was removed and thrown out.
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FIGURE 3.5 The origin of the brain versus heart debate can be
traced back more than 2500 years to the ancient Greek philosophers
Alcmaeon (brain hypothesis) and Empedocles (heart hypothesis).

The heart is also where Aristotle (384-322 BCE)
located all mental abilities (and the soul) at around
350 BCE. This famous ancient Greek philosopher,
who dissected animals to learn about anatomy, gave
no role to the brain in behaviour. Instead, he believed
that the brain was a cooling mechanism to lower the
hot temperature of the blood.

Some well-known physicians (doctors) in ancient
Greece, such as Hippocrates (460-370 BCE), who
is now regarded as the ‘father of medicine’, and
Herophilus (335-280 BCE), who is called the ‘father
of anatomy’, took the brain side of the debate. They
advanced knowledge of the brain and nervous system
by scientifically dissecting bodies of people and animals
then recording their findings in highly detailed ways
for other physicians. For example, Hippocrates wrote
that all our emotions ‘arise from the brain, and the
brain alone’ and that with the brain ‘we think and
understand, see and hear. However, his views and those
of Herophilus about the brain’s role were in the minority
(Breedlove, Watson & Rosenzweig, 2010).

It was not until the second century that widespread
attention was drawn to the brain being very influential
in behaviour. This is largely attributed to the work of the
Greek physician Galen (c.129-c.216 AD) who argued
strongly for the brain hypothesis.

Galen worked as a ‘doctor to the gladiators’ in first
century (AD) Rome where he treated their head injuries
and recorded his observations of how their behaviour
changed in relation to different wounds. He observed
that nerves from sense organs went to the brain and not

to the heart, and that brain injury adversely affected
behaviour. He also reported on his experiences in
attempting to treat wounds to the brain or heart. He
noted that pressure on certain parts of the brain could
affect behaviour such as movement, whereas similar
manipulation of the heart did not directly affect
behaviour. He also noted that gladiators who died from
heart wounds ‘keep their reasoning powers as long as
they are alive, and this is clear proofthat the rational
soul does not live in the heart’ (Scarborough, 2013).

These were accurate observations but Galen was
mistaken with other observations. For example, he
incorrectly argued that the important parts of the
brain were in the fluid-filled cavities (ventricles)
rather than its tissue and that all our physical
functions and health depended on the distribution
of these fluids along nerves to all body areas (Kolb &
Whishaw, 2003; Stirling, 2002).

Galen was a prolific writer and his ideas remained
largely unquestioned in medicine for nearly 1500 years
until well into the 19th century. However, many of his
specific ideas about the brain and its role in mental
processes and behaviour were very inaccurate (Breedlove,
Watson & Rosenzweig, 2010; Hankinson, 2008).

The brain hypothesis is now universally accepted.
There is overwhelming empirical evidence that
the brain controls mental processes and behaviour.
But it is also known that the function of our heart
can affect our thoughts, feelings and behaviour. So,
the heart-centred view argued by most of the early
philosophers cannot be entirely dismissed.
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Mind-body problem

Another issue debated by the Greek philosophers

is called the mind-body problem. This is about the
relationship between the human mind and body.

More specifically, the mind-body problem involves the
question of whether our mind and body are distinct,
separate entities or whether they are one and the same
thing. For instance, is the mind part of the body, or the
body part of the mind? If our mind and body are distinct
and separate, do they interact? If they interact, how do
they interact? And which of the two is in control?

Generally, most of the Greek philosophers believed
that the mind and body were separate entities and that
the mind could control the body, but the body could not
influence the mind. This view was popular for almost
2000 years until it was challenged by French philosopher
René Descartes in the seventeenth century.

In his version of a theory called dualism, Descartes
agreed that the mind and body are two different things.
He reasoned that the mind is a non-physical, spiritual
entity (that is, a soul), whereas the body is a physical,
fleshy structure (that is, matter). However, according
to Descartes, the mind and body come into contact
through the pineal gland, a tiny structure located
deep in the brain. This enabled the mind and brain to
interact to produce sensations, thoughts, emotions, self-
awareness and other conscious experiences.

He identified the pineal gland because it is a single
structure near the centre of the brain. The rest of the
brain is split into right and left halves enveloped by
lots of layers intricately folded within one another.
Consequently, it seemed logical that the pineal gland,
in being centrally located and isolated from the rest
of the brain, could be the centre of consciousness and
control behaviour.

Descartes also argued that the mind could affect
the body and the body could affect the mind. For
example, he believed that mental processes such as
memory and imagination were the result of bodily
functions, and that emotions such as love, hate and
sadness arose from the body and influenced mental
states, which could in turn influence the body.

Descartes’ understanding of the brain and the roles
of its various structures was limited and, at times,
wrong. It is now known that people who have a
damaged pineal gland or have even had it surgically
removed all display normal behaviour. Although
located in the brain, the pineal gland is considered
to be a part of the endocrine system. It secretes the
hormone melatonin that contributes to the setting of
the body’s biological clock and promotes sleepiness.
Thus, although it plays a role in human behaviour,
it does not govern it. Nonetheless, Descartes brought
the mind, brain and body closer together in a way
that others had not previously considered possible.

The different views on the mind-body problem
exchanged among philosophers throughout many
centuries laid the groundwork for a contemporary
version of the problem that has not yet been
satisfactorily resolved by psychologists. It is clear that
the mind and body are intertwined and that mental
processes may be triggered by events in the brain, or
that mental processes may, in turn, trigger brain events
and therefore influence our behaviour. However, the
mind-body problem now tends to be more specifically
described in psychology as the mind-brain problem.

FIGURE 3.6 (a) French philosopher René Descartes (1596-1650) proposed that the human mind and body are
separate but interconnected; (b) Descartes believed that the pineal gland connected the mind and body, enabling them
to interact. This original drawing by Descartes shows the pineal gland right in the middle of the brain (H), well located
to serve as the centre of consciousness and control behaviour. Descartes is probably best known for his saying,

‘| think, therefore | am’.
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The mind-brain problem essentially involves
questions about the relationship between brain
activity and conscious experience; that is, the
relationship between what our brain does and our
awareness of our own existence and our internal and
external environments. For instance, is our mind
separate from our brain? Is our mind basically brain
activity or is it our inner, personal experience of what
our brain does? Is consciousness just one aspect of
our mind? Does our mind become aware of what our
brain does? If so, is our mind dependent on brain
activity in order to become aware? Does our brain
trigger conscious experience? Is conscious experience
a by-product of brain activity? What comes first, brain
activity or conscious experience?

Although there is no universally accepted solution
to the mind-brain problem, it is likely that the rapidly
advancing discipline of neuroscience will eventually
lead psychologists to a better understanding of the
relationship between conscious experience and
brain activity.

Phrenology

Towards the end of the eighteenth century, German
physician Franz Gall (1758-1828) proposed that
different parts of the brain had different functions.
This concept is now known as localisation of brain
function. Gall took an extreme position that the brain
was composed of distinctive, separate parts and that
each part had a different function.

Gall argued that personality characteristics and
mental abilities were controlled by different parts
(brain organs’) which were located on its outer
surface. The size of each of these parts indicated how
fully developed it was and therefore the strength of its
influence. The more it was used, the more it would
develop, and vice versa. In addition, the development
of a particular part would push out the surrounding
skull to the extent that it would cause a bump on the
head that could be observed or felt externally.

Gall's view on the relationship between brain
and behaviour originated with his observations of
classmates when he was at school. He noticed that
those with the best memories who achieved better
marks than he did had large, bulging eyes. This
observation led him to propose that there was a well-
developed memory located on the part of the brain
directly behind the eyes and this is what caused the
eyes to protrude. He had also observed that some of
his friends who had similar personality types also had
similar shaped heads, with bumps in similar places.

Assisted by his colleague Johnann Spurzheim
(1776-1832), Gall studied a large number of skulls
and skull casts of people with particular talents and
unusual or extreme personalities. These included great
writers, poets and philosophers, as well as criminals and
mentally ill people. They also collected and compared
many human and animal skulls to test their theory.

FIGURE 3.7 Franz Gall (1758-1828) and Johnann
Spurzheim (1776-1832)

Their research led them to link various mental
abilities, personality characteristics and behaviours,
called faculties, to the skull and consequently
underlying brain locations. Figure 3.8 on page 102
shows a map of the skull with the locations of
35 different faculties. There were originally 27 faculties
and the others were added later by Spurzheim.

The faculties were grouped in two major
categories — affective (feelings) and intellectual
faculties, each of which had sub-categories. The sub-
category of propensities indicated ‘internal impulses’,
whereas the sentiments ‘designate other feelings, not
limited to inclination alone’ (Spurzheim, 1827).

Among the faculties was amativeness (‘physical
love") in the cerebellum at the lower back part of the
brain (location 1 in figure 3.8). A person with a bump
there would be expected to have a strong sex drive,
whereas a person low in this faculty would have a
depression in the same area. Other faculties included:

4. adhesiveness — love of friends and the company
of others (bump) vs neglect of friends and avoidance
of others (depression)

6. destructiveness — violence and desire to destroy
(bump) vs tameness and want of resolution (depression)

8. acquisitiveness — craving for possessions and
extremely selfish (bump) vs lavish and wasteful
(depression)

17. hope — view the future with much confidence
of success (bump) vs gloom and sadness (depression)

24. size — excellent judge of dimensions and space
(bump) vs poor judge (depression)

32. melody — musical appreciation (bump) vs no
appreciation (depression).

Gall called his approach organology. Spurzheim
later renamed it, using the term phrenology to
describe the study of the relationship between the
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skull’s surface features and a person’s personality
and behavioural characteristics (faculties). The

map showing the location of brain functions on

the skull’s surface is called a phrenological map.
Spurzheim successfully promoted phrenology in the
UK and the USA where it became very popular. Gall
himself never approved of the term phrenology. He
would later accuse Spurzheim of misrepresenting
his ideas.

Phrenology was exploited by some people as
a means of making personality and behavioural
assessments. They used a method called cranioscopy,
in which a device was placed around the skull
to measure its bumps and depressions. The
measurements were then analysed and linked to a
phrenological map to determine the person’s likely
personality and behavioural characteristics.

Many who practised cranioscopy were ‘quacks’
and some created their own versions of a
phrenological map. Vague or cleverly described
interpretations were made to sound believable,
as with other pseudosciences like astrology and
palmistry. Cranioscopy was eventually ridiculed and,
by association, so was phrenology. By the 1850s,
phrenology had lost credibility, especially within the
scientific community (Kolb & Whishaw, 2003).

There is no scientifically obtained evidence
supporting a relationship between bumps on the skull
and the underlying brain tissue, nor a relationship
between bumps and personality or any other human
attribute. Gall and Spurzheim'’s evidence was biased.
It seems that they went looking for and found
evidence to confirm their ideas. They also largely
ignored other evidence that was available at the time,
especially from patients with a brain injury that
showed clear links between certain brain areas and
functions. This meant that their phrenological map
was largely inaccurate.

While Gall and Spurzheim’s ‘bump model’ linking
the brain and behaviour lacked scientific merit and
was ridiculed by many physicians, Gall in particular
had a lasting influence on thinking about the brain.
For example, a key assumption of phrenology (or
‘organology’) involves localisation of function. His
ideas stimulated scientific interest in finding out more
about which parts of the brain do what. Localisation
is now considered a basic principle of brain function,
but not Gall's extreme view. There is now a more
holistic view. Multiple parts of the brain are usually
involved whenever we think, feel or voluntarily do
something. No part operates in isolation to provide a
specific function.

AFFECTIVE FACULTIES
| — Propensities Il — Sentiments
1. Amativeness 10. Self-esteem
2. Philoprogenitiveness 11. Love of approbation
3. Inhabitiveness 12. Cautiousness
4. Adhesiveness 13. Benevolence
5. Combativeness 14. Veneration
6. Destructiveness 15. Firmness
7. Secretiveness 16. Conscientiousness
8. Acquisitiveness 17. Hope
9. Constructiveness 18. Marvellousness
19. Ideality
20. Gaiety or Mirthfulness
21. Imitation
INTELLECTUAL FACULTIES
| — Perceptive 29. Order .
22. Individuality 30 Tyentually
23. Configuration - /ime
: 32. Melody
24. Size 33 L.
25. Weight and - Language
Resistance _ ;
26. Colouring Il — Reflective
27. Locality 34. Comparison
28. Calculation 35. Causality

FIGURE 3.8 A map used in phrenology to show the relation between the skull’s surface features and a
person’s personality and behavioural characteristics. This map shows the location of 35 ‘faculties’ according

to Spurzheim’s system published in 1815.
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LEARNING ACTIVITY 3.2

Review questions

1 Suggest a reason to explain why it is generally
believed that contemporary psychology has its roots,
or origins, in philosophy.

2 (a) Briefly describe the brain versus heart debate.

(b) Why would brain and/or heart dissection alone
not provide substantial evidence of the role of
either in mental processes and behaviour?

Galen documented evidence supporting the brain

hypothesis yet the brain versus heart debate

persisted for many more years. Suggest a reason
to explain this persistence.

Briefly describe the mind-body problem.

What three key ideas proposed by Descartes

influenced thinking about the relationship

between the mind and body?

What do you believe is the relationship between

the mind and brain? Give an example that helps

explain your belief.

) What is phrenology?

On what evidence was it based?

) Explain a limitation of this evidence.

Give two examples of ‘faculties’ that are easy to

operationalise and two that may have been too

vague to operationalise for research purposes.

Explain why phrenology can be viewed as an

early theory of brain localisation.

Was Gall an early proponent of the brain’s

plasticity? Explain your answer.

©

FIRST BRAIN EXPERIMENTS

The ‘first’ brain experiments were dominated by two
main approaches — the use of ablation or electrical
stimulation of the brain to observe the effects. By the
end of the nineteenth century, these techniques had
enabled researchers to assign functions to large areas
of the brain. We examine influential experiments that
used each of these approaches. Then, we examine a
series of Nobel Prize winning experiments conducted
in the 1960s that enhanced understanding of the
specialised functions of the left and right cerebral
hemispheres (‘halves’).

Brain ablation experiments

In experimental research, brain ablation involves
disabling, destroying or removing selected brain
tissue followed by an assessment of subsequent
changes in behaviour. This is most often done
surgically with scalpel cuts. Ablation is sometimes
called lesioning because it involves brain injury,
usually irreversible. For obvious reasons,
experiments using brain ablation are considered
unethical on humans (though ablation may be used
for brain tumour removal).

Pierre Flourens pioneers experimental
ablation

French physiologist Pierre Flourens (1794-1867)

is often credited as introducing brain ablation
experiments. He did so in the 1820s in controlled
laboratory experiments with animals. Working mainly
with rabbits and pigeons, he developed techniques
of damaging or removing small areas of brain tissue
to observe the effects on behaviour. His research also
provided the first scientific evidence that challenged
the value of phrenology.

FIGURE 3.9 French physiologist Pierre Flourens
(1794-1867)

To search for different functions in the brain,
Flourens varied the location from which he removed
brain tissue. He found, for example, that the brain
stem, located deep within and at the base of the
brain, had specialised functions. Injury (intentional
damage) to one part caused animals to stop breathing
so he assumed the brain stem was responsible for
respiration. Furthermore, the cerebellum, which is
connected to the brain stem, appeared to coordinate
movement (and had nothing to do with phrenology’s
‘amativeness’). Many attribute discovery of both of
these localised brain functions to Flourens (Yildrim &
Sarikcioglu, 2007).

Flourens also found that removal of small bits of
tissue in a specific area of the cortex would result in
loss of movement. However, animals could eventually
recover this function, possibly the first evidence of
neuroplasticity. Flourens used this finding to argue
a ‘holistic’ view of brain function — that the cortex
worked as a whole. He believed that recovery from
injury to cortical brain tissue was possible because
the remaining cortex could do the same things that
the missing cortex had done, so it could take over.
The holistic view of the brain remained prominent for
the next 40 years until localisation theory once again
became prominent (Kolb & Whishaw, 2003).
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Despite his significant findings, Flouren's research
was criticised. For example, his surgical procedure
was believed to be imprecise, which left open the
possibility that behavioural changes he observed were
caused by injury to brain parts beyond the cortex.
Flourens was also criticised because he did not write
detailed reports on his research, so his findings were
difficult to test (Stirling, 2002).

Karl Lashley’s search for the location of
learning and memory

The value of the ablation technique was recognised
and used by other brain researchers. Some used it
extensively. For example, beginning in the 1920s,
eminent American psychologist Karl Lashley
(1890-1958) used ablation throughout the next

30 years in experiments to find the location of
learning and memory in the brain. Rats, monkeys and
chimpanzees were taught various tasks and then bits
of their cortical tissue were removed with the goal of
producing amnesia for memory of the learnt tasks.
Lashley failed to produce amnesia and concluded that
learning and memory were located throughout the
brain rather than in a single place.

Lashley’s ablation experiments led him to develop two
principles of brain function that became very influential
for many years — mass action and equipotentiality.
Mass action is the idea that the large areas of the brain
function as a whole in complex functions and that if a
part is destroyed then loss of function will depend on the
amount of cortex that is destroyed. Equipotentiality is the
idea that any healthy part of the cortex can take over the
function of an injured part (Lashley, 1963). Both of these
principles reflect the holistic view and can be traced
back to the ideas of Flourens.

FIGURE 3.10 Ablation involving surgical removal of a
harmful brain tumour is ethically acceptable, whereas
removal for research purposes would be unacceptable.
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Electrical stimulation of the brain

Weak electrical signals are generated continuously by
neurons throughout the brain. This type of activity
continues for as long as the brain is alive. Electrical
activity in the brain can either be stimulated or
detected using an electrode — a small, electrified fine
wire (or disc) that can be inserted into or placed onto
a specific area of the brain. The technique is called
electrical stimulation of the brain (ESB). It is assumed
that if electrical stimulation of a specific brain area
initiates a response, such as the movement of a
body part, then that area controls or is involved in
the response.

ESB may not only initiate a response, it may also
interfere with the functioning of a specific brain
area, thereby inhibiting (‘blocking’) a response. For
example, it may stop speech ‘mid-sentence’ while
someone is talking. The inhibitory effect of ESB will
only be apparent when a person is actively engaged
in the behaviour that it blocks, and is most evident in
complex functions such as language and memory.

Gustav Fritsch and Eduard Hitzig discover
the motor cortex

The first reported use of ESB dates back to the 1870
when German physician Gustav Fritsch (1838-1927)
and his colleague Eduard Hitzig (1838-1907) used
recent improvements in the control of electricity

to stimulate what is now called the motor cortex of

a dog. They found five sites that, when stimulated,
triggered distinctive movements — on the opposite
side of the body. As well as successful ESB, their
experiments demonstrated contralateral (opposite side)
function of limb movement (Gross, 2007).

Wilder Penfield maps the cerebral cortex

Some experiments were also conducted with humans
despite the limitations and risk of the technology at
the time. It was not until the 20th century that ESB
procedures were perfected. This was achieved in the
1940s by Canadian neurosurgeon Wilder Penfield
(1891-1976) who used ESB to map the cerebral cortex
with his patients as research participants.

Working with his colleague Herbert Jasper,
Penfield invented a new treatment for patients with
severe epilepsy. Epilepsy is a condition involving
unprovoked spontaneous bursts of electrical activity
that start and spread from somewhere in the brain.
These bursts disrupt the normal electrochemical
activity of the brain and result in seizures that occur
unexpectedly. Seizures can vary widely. They often
involve the sudden contraction of the entire body’s
muscles, followed by a period of alternating jerks
and relaxation of the body.

In some cases, people experiencing an epileptic
seizure lose consciousness. If breathing stops,
the seizure can be life threatening. In the 1940s,



anti-epilepsy medications were not as effective as
those available today.

Penfield’s treatment specifically involved surgically
removing the area believed to be the source of
epileptic seizures, but only as a last resort for
patients whose seizures were poorly controlled by
medications. During the surgery, Penfield had to
take considerable care to avoid damaging normally
functioning areas of the cortex. In order to do
this, it was important to first precisely identify the
location of both the abnormal brain tissue as well as
the areas that were functioning normally to avoid
damaging them during surgery. The patient needed
to be conscious during the procedure (under local
anaesthesia) so that they could react to or report their
experiences during the electrical stimulation.

When the cerebral cortex was exposed, Penfield was
able to stimulate different areas using an electrode,
and to ask his patients to report their experiences.

He used this technique with hundreds of patients
who had previously given their consent for him to
undertake this exploratory procedure while their
brains were exposed for surgery.

During his research, Penfield used tiny numbered
tags to mark the areas of the cortex that he
electrically stimulated as he developed his brain ‘map’
(see figure 3.11). Then he recorded the responses of
his awake and alert patients.

As Penfield touched one cortical area after another
with the tip of the electrode, the conscious patient
reacted in various ways. For example, when Penfield
stimulated an area at the back of the brain, patients
reported seeing flickering lights, spots, colours,
stars and other images. In this instance, Penfield
was stimulating parts of the cortex he subsequently
tagged as being responsible for vision. When Penfield
shifted the electrode to stimulate an area across the
top of the brain, he found that his patients responded
by moving specific body parts. As he moved the
electrode along this cortical area, a different part
of the body moved. This enabled him to pinpoint
cortical areas involved with very specific actions, such
as jaw or tongue movement (Penfield & Jasper, 1954).

Over a period of more than 20 years, Penfield
and various colleagues pooled the data of nearly
300 patients with epilepsy they had carefully studied
using direct stimulation. The data was used to map
cortical areas and related functions, particularly the
sensory and motor areas. These maps are still used
today, practically unaltered.

Electrical stimulation of the brain is now rarely used
in research studies involving human participants. It is an
extremely invasive technique and potentially harmful.
The risk of either physical or psychological harm would
now be unacceptable according to current ethical
standards for human research.

FIGURE 3.11 Brain mapping by Penfield during ESO. The numbers correspond to points
of the cortex, stimulated electrically in a conscious patient.
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Electrical stimulation of animal brains

In the early 1950s, Walter Hess, a Swiss neuroscientist
and Nobel Prize winner, pioneered the use of electrodes
to stimulate structures located deep within the brain. This
research is unethical with humans, so Hess used cats
because they are mammals with brains like ours, but with
far less cerebral cortex.

Hess (1957) carefully recorded the behavioural
consequences of stimulating each of 4500 brain sites
in nearly 500 cats. For example, Hess inserted a radio-
controlled electrode into a cat’s hypothalamus, a tiny
structure located just above the brainstem. By pressing
a button, he could send a weak electrical current to the
hypothalamus at the point of the electrode.

Hess found that, when the hypothalamus was electrically
stimulated, an otherwise gentle cat made aggressive
responses, observed when fearful or threatened. As shown
in figure 3.12, the cat spat and growled, lashed its tail,
extended its paws, and its fur stood on end. Hess concluded
that neuronal activity arising from the hypothalamus
appeared to produce fear-provoked aggression. The press
of a button would instantly turn on the aggression, and
would turn it off just as abruptly.

" !
e )

FIGURE 3.12 With an electrode implanted in its
hypothalamus, this cat postures aggressively when
electrical stimulation is applied.

Review questions

1 (a) What is brain ablation?
(b) What is a key assumption of ablation when used in
experimental research on the brain?
(c) Give two examples of research findings about
the brain that can be attributed to brain ablation
experiments.
(d) What is a significant limitation of these findings?

2 Explain the difference between the localisation and
holistic views of brain function.

3 Explain the difference between the invasive and non-
invasive brain research techniques.

An even more dramatic exhibition of electrical stimulation
apparently affecting aggressive behaviour was staged by
José Delgado, a Spanish physiologist. Delgado (1969)
implanted a number of radio-controlled electrodes in the
brain of a bull bred specifically to be aggressive in the bull
ring. Delgado claimed stimulation would stop the charging
bull. Standing in the bull ring himself at the moment of the
bull’s charge, Delgado activated the electrode, which made
the bull stop abruptly, as shown below (see figure 3.13).
Although the mass media emphasised that Delgado was
able to control the bull’s aggression, Delgado had actually
implanted the electrodes in motor cortex areas. When
activated, this forced the bull to stop moving forward and
then caused it to turn to one side.

FIGURE 3.13 Delgado halts the attack of this bull
by stimulating radio-controlled electrodes implanted
in motor areas of its brain.

eGuide

Weblinks

e Video on bull and cat tests conducted by Delgado in the
1960s 1m 2s

¢ Video showing ESB with animals, including the Hess and
Delgado experiments 7m 24s

LEARNING ACTIVITY 3.3

4 (a) What is electrical stimulation of the brain

(ESB)?

(b) What is the key assumption of ESB when used to
study brain structure and function?

(c) Briefly describe an advantage and limitation of the
ESB method.

(d) Use the internet to find and briefly outline an
example of deep brain stimulation currently used in
psychology.

5 Briefly describe two key ethical issues relevant to
the use of brain ablation and ESB for research
purposes.
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LEARNING ACTIVITY 3.4

Reflection

ESB research, which has its origins in animal studies,
resulted in accurate mapping of the entire human cerebral
cortex. Comment on whether the research should have
been prohibited on ethical grounds and explain your view.

Split-brain experiments

American neuropsychologist Roger Sperry (1913-1994)
was awarded a Nobel Prize in 1981 for his pioneering
research on the relationship between the brain and

Corpus callosum
Scalpel

Left cerebral
Right cerebral hemisphere

hemisphere

behaviour. His experiments clearly demonstrated that
the brain’s two cerebral hemispheres specialise in
different tasks.

Sperry studied patients who had undergone split-

brain surgery as a radical treatment for their epilepsy.

Split-brain surgery involves cutting the band of
nerve tissue connecting the two hemispheres. This
tissue is called the corpus callosum (see figure 3.14).
Disconnecting the hemispheres was found to reduce
the incidence and severity of epileptic seizures.
However, the procedure is performed only in very
serious cases of epilepsy where drugs and other
medical procedures have not been effective.

‘eBook ]

Weblinks

e Video on early
split brain research
narrated by
Gazzaniga 10m 43s

¢ Video on a
recent split brain
experiment by
Gazzaniga 4m 35s

callosum

©)

FIGURE 3.14 (a) The human brain has two almost

symmetrical ‘halves’ called cerebral hemispheres. (b) ‘Split-

brain surgery’ involves cutting the strands of nerve tissue
to disconnect the two hemispheres. (c) The hemispheres
are connected by strands of nerve tissue. The largest of
these is called the corpus callosum.
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Sperry and his student, Michael Gazzaniga,
designed a series of experiments to test for effects
of the split-brain condition. Medical reports of split-
brain patients indicated that they suffered no loss
of, or impairment to, brain functions as a result of
the split-brain procedure. However, Sperry obtained
results that indicated otherwise.

Under controlled laboratory conditions, Sperry
(1965) used the apparatus shown in figure 3.15
to test the abilities of 11 split-brain patients and
compare their responses with those of participants
with no hemisphere disconnection. Tested one at
a time, each participant is seated behind a screen.
The screen is used to flash a word or picture for a
fraction of a second while the participant focuses on
a black dot in the middle of the screen. The word
or picture is flashed either to the left or right of the
black dot.

In this procedure, visual information flashed to the
left of the black dot is in the participant’s left visual
field and would therefore be sent to the participant’s
right hemisphere, while visual information flashed
to the right of the black dot is in the right visual
field and would therefore be sent to the participant’s
left hemisphere (see figure 3.16). Behind the screen
and hidden from the participant are several objects
such as an apple, a spoon and a pencil. Although the
participant cannot see the objects, they are able to
reach through a gap below the screen to touch them
and therefore respond to tactile sensations, if these
are experienced.

In a typical experiment, Sperry (1968) asked
a ‘split-brain’ female patient, referred to as N.G.
for confidentiality reasons, to focus on the black
dot. As she did so, he flashed a picture of one of

the objects to either the left or right of the black
dot. Each time an object’s image was flashed

onto the screen, Sperry asked her ‘What did you
see?’ In response to the images flashed in the

right visual field (and therefore sent to the left
hemisphere), N.G. named the objects. But to images
flashed in the left visual field (and sent to the right
hemisphere), N.G. could not say what she saw and
often denied that anything had been flashed on

the screen.

Why was N.G. unable to identify images flashed
to the left visual field? If the visual information
sent to the right hemisphere cannot cross back to
the left hemisphere (because the corpus callosum
has been cut), then the person is unable to say
what they saw. This occurs despite the fact that
they still actually see the image, because the area
of the brain responsible for speech is in the left
hemisphere. In order to check that N.G. did actually
see an object when it was presented in the left
visual field, Sperry asked N.G. to use her left hand
to reach under the partition for the object. N.G.
could correctly locate the object shown in the image
because her left hand was controlled by the right
hemisphere that also saw the image of the object.
The message from the motor cortex in the right
hemisphere for the left hand to move does not use
the corpus callosum.

It was evident that the right hemisphere had
processed information about the object because N.G.
could correctly select it by feeling it with her left
hand, but she could not say what it was, because only
the left hemisphere could convert the information
into the spoken word. Other split-brain participants
responded in the same ways.

Researcher: Researcher: Researcher:
‘What did you see?’ ‘Use your left hand to ‘What did you see?’
pick up what you see.’

Right

hemisphere hemisphere
(language) (object
‘I saw nothing.’ recognition)

‘| saw a pencil.’

FIGURE 3.15 Apparatus used by Sperry in the split-brain experiments
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Normal brain

Split brain

Left
hemisphere

Right
hemisphere

hemisphere

hemisphere

Intact corpus callosum Severed corpus callosum
FIGURE 3.16 Pathways of information from the left
and right visual fields to the brain in patients with and
without the split-brain condition

LEARNING ACTIVITY 3.5

Review questions

1 What is a ‘split-brain’ experiment?

2 What medical procedure is used to achieve a
‘split-brain’?

3 Why was a control group used in the Sperry
experiments?

4 What are two key findings about brain function from
the split-brain experiments?

5 (a) If a doctor injected a sedative drug into an artery
leading to your left hemisphere just before a
friend visits you in hospital, in what way(s) would
you be able to greet your friend?

(b) What abilities normally used to greet someone
would you be unable to use?

6 Would split-brain experiments be ethically

permissible today according to National Statement
guidelines? Explain your answer.

7 Draw a flowchart to briefly summarise the Sperry
and Gazzaniga experimental design for their split-
brain studies. Your flowchart should refer to a
research hypothesis, IV and DVs, experimental
design, key results and a possible limitation of
the research.

Neuroimaging techniques

In the second half of the 20th century various
neuroimaging techniques were developed for medical
diagnostic purposes. These have been adopted

for psychological research. As the name suggests,
neuroimaging is a technique that captures a picture of
the brain.

When used in research studies, participants are
typically given an experimental task for which they
are required to think, feel or behave in a particular
way so that images of their live, intact brain can be
obtained. For example, a participant may be asked to
perform a problem-solving task, listen to music, speak
aloud or react to some other stimulus while changes
that occur in one or more brain areas are observed
and recorded.

Generally, the different neuroimaging techniques
can be divided into two categories — structural and
functional techniques.

e Structural neuroimaging (sometimes called static
neuroimaging) refers to techniques that produce
images, or ‘scans’, showing brain structure and
anatomy, such as the CT and standard MRI.

e Functional neuroimaging (sometimes called
dynamic neuroimaging) refers to techniques that
provide views of some particular aspect of brain
function by showing images of the brain ‘at
work’. They also provide information about brain
structure. PET and fMRI are two examples of
functional neuroimaging.

The various neuroimaging techniques can be used

alone or in combination.

One important aspect of neuroimaging techniques is
that they help overcome significant ethical constraints
in studying the live, intact brain as well as the injured
brain. Techniques that preceded neuroimaging were
often invasive and carried unacceptable risks to research
participants. Neuroimaging is relatively non-invasive — it
can be used by researchers without entering the brain.
Therefore, the risk of harm to participants is minimal, if
not negligible.

Structural neuroimaging

Computerised tomography (CT)

Computerised tomography (CT), also called
computerised axial tomography (CAT), uses x-ray
equipment to scan the brain at different angles. A
computer builds up a picture and creates an image
showing a horizontal cross-section of the brain,

as if it has been sliced through.

For a CT scan of the brain, the research participant
(or patient) must be given a substance called contrast.
This is used to highlight the brain’s blood vessels and
enable interpretation of the resulting images.

First used in the early 1970s, CT provided a new
way of looking at a live, intact human brain without
using invasive or risky procedures. It is very useful
for locating and identifying brain abnormalities and
injury. For example, a CT scan can help identify the
location and size of a tumour and the location and
extent of damage caused by a stroke or injury.

CT has also been used in research to look for
and identify possible brain abnormalities in brain
structures in people with a mental illness such as
schizophrenia and depression. CT has also enabled
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observation of physical changes in the brains of
patients with Parkinson’s disease, Alzheimer’s disease
and many other brain-related disorders.

Although CT has been valuable for brain research,
it has significant limitations. The images show only
brain structure, and not as well as other scanners
that do not rely on x-ray technology. X-rays are not
particularly good for imaging tissue.

FIGURE 3.17 CT scan of a brain of a person with
Alzheimer’s disease. Note the size of the black areas
showing abnormal tissue (compared to figure 3.19a).

Magnetic resonance imaging (MRI)
Magnetic resonance imaging (MRI) uses harmless
magnetic fields to vibrate atoms in the brain’s neurons
and generate a computer image of the brain. Like CT,
scans are taken within a long, metal cylinder in which
the participant must lay very still.

The MRI technique is more sensitive than CT.
Consequently, MRI images are clearer and more detailed
than CT. They can also be produced in full colour.

Weblink
Video on MRI brain
scan procedure

FIGURE 3.18 An MRI scanner 1m 14s
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Like CT, MRI has primarily been used for
diagnosing structural abnormalities of the brain.
However, MRI can be used to detect and display
extremely small changes in the brain’s anatomy.
For example, MRI can more clearly distinguish
between brain tissue that is cancerous and
noncancerous. The image can also reveal tissue
degeneration and blood clots and leaks that may
indicate a stroke.

Abnormal
tissue

Normal
tissue

FIGURE 3.19 MRI images showing areas of (a) normal
and (b) abnormal brain tissue

Functional neuroimaging

Positron emission tomography (PET)

CT and MRIs produce useful images of brain
structures. They can give information on what
brain areas look like but do not reveal their activity
during any given mental process or behaviour.

This limitation was overcome in the late 1970s
through PET.

Positron emission tomography (PET) produces
colour images showing brain structure, activity and
function. In brain research, PET is used to record
the level of activity in different brain areas while
the participant engages in some kind of mental
or low level physical task, such as imagining,
remembering, listening, talking or moving a body
part. The type of task given to participants is limited
by the size of the chamber, which is like a CT and
MRI scanner.

PET provides images of the ‘working brain’ by
tracking a glucose solution containing a short-
lived radioactive tracer. This is injected into the
bloodstream before scanning. When it reaches
the brain, the amount used during a given task is
recorded. It is assumed that brain areas that require
increased blood flow have increased neuronal
activity (and vice versa). About 20% of the blood
flowing through the heart is pumped to the brain.

Each PET scan uses a colour code to indicate areas
of high and low activity brain activity. In ascending



order, the colours violet, blue, green, yellow and

red each represent different amounts of activity.

For example, if a person is listening to someone
talking during the PET procedure, the areas of the
brain involved with speech comprehension will be
activated and highlighted in the PET scan by red and
yellow. This enables the researcher to identify the
level of activity of different brain areas in speech
comprehension.

As shown in figure 3.20, a PET scan looks like a
coloured ‘map’ of the brain’s activity, with different
colours indicating areas of greatest and least activity.
PET scans show brain activity, whereas MRI scans
do not. However, PET images are less detailed than
MRI images.

FIGURE 3.20 PET scans comparing brain activity when
listening to speech and music. Red indicates the highest
level of activity, with yellow next, followed by green and
then blue.

Functional magnetic resonance imaging (fMRI)
PET scanning was the preferred neuroimaging
technique for brain research before fMRI technology
became available in the early 1990s. Like PET,
functional magnetic resonance imaging (fMRI) detects
and records brain activity by measuring oxygen
consumption across the brain. However, it does not
expose participants to radioactive tracers. The

technique exploits the fact that blood is more
oxygenated in highly active parts of the brain.
Brain areas that are more or less active during a
given task are identified by detecting changes in
oxygen levels in the blood as it flows through
the brain.

fMRI uses standard MRI
technology, producing
images like those of a PET
scanner, but better. As with
the PET, the colour variations
reflect the level of activity
of different brain areas
and structures while a participant engages in an
experimental task.

Weblink

Video on fMRI use
for decision-making
research 6m 41s

fMRI is preferred in
psychological research
because it can take
numerous pictures of the
brain in rapid succession
and can therefore detect
brain changes as they
occur from moment to
moment. Consequently, it
can provide an image of
brain activity averaged over
seconds, rather than the
several minutes required
by PET. This also means
that fMRI images of brain
structures and activity are
more highly detailed and
more precise.

Other functional
neuroimaging techniques
There are other functional
neuroimaging techniques
which researchers can
access. These include
magnetoencephalography
(MEG), single photon
emission computed
tomography (SPECT), diffuse
optical tomography (DOT),
near infra-red spectroscopy
(NRIS) and functional
near infra-red spectroscopy
(fNIRS). All have strengths
and limitations.

Although functional techniques have a distinct
advantage for psychological research on the
brain, an image of more or less blood flow does
not necessarily mean more or less brain activity.
Similarly, just because a brain area is active (or
inactive), it does not necessarily mean that it is
actually engaged (or not engaged) in the mental
process or behaviour under investigation.

Weblink

Video on PET use
to study language
processing in the
brain 6m 25s
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Electroencephalography (EEG)

First used in the 1920s, electroencephalography
preceded all the current neuroimaging techniques.
Even though it cannot produce an image, it is still in
common use.

The electroencephalogram (EEG) detects, amplifies
and records general patterns of electrical activity in
the brain. The activity is detected by multiple electrodes
attached to the scalp, usually through an ‘EEG cap’.
The EEG amplifies and translates the weak activity into
a visual pattern of brainwaves. The brainwaves are
recorded and displayed as squiggly lines on a chart
(figure 3.21). The different types of brainwave patterns
are named after Greek letters of the alphabet such as
alpha, beta, delta and theta. For example, the alpha
pattern occurs when a person is resting quietly with
their eyes closed.

The EEG has been widely used in all kinds of
experiments, particularly to study different states
of consciousness such as when awake, sleeping or
dreaming. It is also useful in the diagnosis and study of
various brain disorders such as epilepsy and Parkinson’s
disease. More recently, the EEG has identified distinctive
brainwave patterns often occurring in people with
schizophrenia.

The EEG is useful in providing general, ‘overall’ type
information about brain activity without being invasive.

FIGURE 3.21

A major limitation is that it can’t detect activity deep
inside the brain very well; nor does it provide detailed
information about which particular parts of the brain

are activated. The electrodes detect information from a
relatively large area of the brain so it is difficult to pinpoint
the specific area of the brain that is the source of the
brainwave activity.

Weblink

= Video on EEG use

for psychological
research 6m 41s

LEARNING ACTIVITY 3.6

Review questions
1 Distinguish between structural and functional

neuroimaging.

2 |n what way has neuroimaging advanced brain research

compared with research that did not have access to
the technology?

3 In what main way does the use of neuroimaging

overcome ethical constraints in studying the live, intact
human brain?

4 Complete the following table. For ‘Other’, include

an example and information about a more recently
developed neuroimaging technique that may be used in
brain research.

Type of information
obtained

Technique

MRI
fMRI
PET
Other

Advantage

5 Explain which neuroimaging technique(s) would be best to
test a research hypothesis for three of the following topics.

(@ Determine the extent of structural injury (damage)
caused by a stroke resulting from internal bleeding.

(b) Identify brain areas involved in visual perception.

(c) Examine the role of the cerebellum, located at the
lower, rear part of the brain, in speech production.

d) Identify specific brain areas affected by a tumour.

(e) Observe sex differences in brain functioning while
reading a map.

() Determine whether a specific area at the front of
the brain receives information from other lobes
during a problem-solving task.

(9) Measure variations in patterns of electrical activity
in a patient in a coma.

Limitation

Word copy of table
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LEARNING ACTIVITY 3.7

Ethics of brain research using
neuroimaging techniques

Identify and briefly describe significant ethical
considerations relevant to one of the following fictitious
brain research studies.

You should refer to information about ethical
principles and guidelines for research described on
pages 68-74.

Study 1 on aggression: A researcher proposes to
conduct a brain study using PET with two groups of
children from local kindergartens. One group will be the
experimental group. This group will consist of children
identified as ‘aggressive’ by their teachers. The control
group will consist of children identified as ‘not aggressive
by their teachers.

The researcher will investigate whether the children
identified as ‘aggressive’ have any area of their brain that
is more or less active when viewing a violent cartoon, as
compared with the brains of children identified as ‘not
aggressive’. A radiologist will be in attendance to give the
required radioactive substance, operate the PET machine

and help interpret the PET scans. Parents will be refused
entry to the research area so that the children are not
distracted during the experimental procedure.

Study 2 on lie detection: Following a terrorist suicide
bombing that killed many innocent people in a major
European city, a researcher decides that there is a need
for a reliable and effective means of detecting lies and
deception. The researcher proposes to conduct a series
of neuroimaging studies to test the effectiveness of
different neuroimaging techniques in lie detection for
security purposes; for example, to screen individuals
at airports.

The researcher also believes that neuroimaging
techniques could be used by police, courts and parole
boards for lie detection purposes and by juries to assist
with decision making. Volunteer adult males who are
devout members of a religious cult will be compared with
adult males who are not members of this cult, and also
with a group of adults who are atheists (do not believe
in God). To encourage participation in the research study
and compensate participants for inconvenience over a
three-month period, all participants will be paid.

LEARNING ACTIVITY 3.8

Reflection

Suppose a brain scan of a volunteer participant in an
experiment unexpectedly revealed an abnormality in the
brain. It looks like a tumour. Comment on whether the
researcher should tell the participant and explain your view.

NERVOUS SYSTEM: STRUCTURE
AND FUNCTION

What causes ‘butterflies’ in our stomach when we feel
anxious? Why do we cry when we feel upset? What
influences our responses when we are angry? How do
we know which muscles to move when cleaning our
teeth? Why do we automatically move our hand away
from a scorching flame? Why does our heart continue
to beat while we sleep? What enables a driver to put
their foot on the brake and swing the steering wheel
to avoid a dog that runs across the path of their car?
The answers to these questions and many others
about our behaviour are linked to aspects of our
biology, in particular, the role of the nervous system.
Most living organisms have nervous systems.
Simple organisms such as jellyfish and worms have
very simple nervous systems consisting of only a few
neurons. This enables them to perform basic survival
actions such as eating, eliminating waste and moving,
but little else. We need a more sophisticated nervous
system so we can perform complex activities such
as planning, reasoning, studying, socialising, talking,
texting, drawing, bike riding, playing tennis and using
social media.

The human nervous system is responsible
for all aspects of what we think, feel and do. It
achieves this by serving as a communication system
between the body’s internal cells and organs and
the external world. Through its vast network of
nerves distributed throughout the body, the nervous
system enables the brain to obtain information about
what is going on inside and outside the body and
to respond appropriately. Its three main functions
are to:

e receive information
e process information, and
e coordinate a response to information.

Sensory information is received from the external
environment through neurons located within sense
organs such as the eyes, ears and skin. The nervous
system also receives information from within
various parts of the body (the internal environment),
such as the muscles, joints and tendons, which it
communicates to the brain.

When detected, the information is sent to the brain
where it is processed; for example, by interpreting
the information and enabling its storage in memory.
The brain will also coordinate a response by initiating
appropriate action; for example, by sending messages
to muscles, glands and other internal organs. This,
in turn, enables muscles to move, causes glands to
secrete (release) hormones and initiates the responses
of particular internal organs.

Consider reception, processing and response
functions when your mobile phone unexpectedly
rings. You often react to your ring tone by reaching
for it, checking the incoming number on the screen,
accepting the call and speaking.
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Your nervous system receives the vibrating air
molecules representing the ring tone through
receptor cells in your ear. This raw sensory
information is sent to the brain via the auditory
nerve, a specific nerve pathway formed by
interconnected neurons. The brain processes this
information, identifying the sound as your mobile
phone’s ring tone. The brain responds to the tone
by sending messages to activate the muscles in
your arm and hand to enable you to reach for the
phone and form the hand shape and other
movements required to pick it up and look at the
screen. It also initiates and coordinates the activity
of several hundred other muscles in your chest,
neck, face, jaw, lips and tongue to enable you to
check the screen, accept the call and speak.

Organisation of the nervous
system

The human nervous system spreads throughout
the entire body, from the tips of your toes and
fingers to the top of your head. Although it is

a single system, it is made up of different sub-
systems, commonly referred to as ‘divisions’ or
‘branches’. Each division carries out identifiable
functions that are linked to its location.

Reception:

The vibrating air
molecules are
received at the ear
and sent to the
brain via the
auditory nerve.

== |nformation
processing:
The brain processes
the auditory
information and
interprets the sound
as your mobile

phone’s ring tone.

=) Response:
The brain sends

messages along
nerve pathways to
activate muscles to
pick up the phone,
check who’s calling
and speak.

FIGURE 3.22 The three main functions of the nervous
system are to receive, process and coordinate a
response to information.

As shown in figure 3.23, there are two main
divisions in the human nervous system — the central
nervous system and the peripheral nervous system.

Central nervous system
(CNS)

Peripheral nervous system

. . (PNS)
T;Z';i':;:;gda:]edc?rlxas Carries messages to
and from the CNS

the PNS

l ! i l

Somatic nervous system
Carries messages from
sensory receptors in the
body to the CNS, and
motor messages from the
CNS to skeletal muscles

Autonomic nervous
system
Connects CNS to internal
organs and glands;
self-regulating

l l

Sympathetic
nervous system
Prepares body for action

Brain
Responsible for virtually
everything we think, feel

and do

Spinal cord
Connects brain and PNS

Parasympathetic
nervous system

FIGURE 3.23 Organisation of the
Calms body after action

human nervous system
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The central nervous system comprises the brain
and the spinal cord. The spinal cord connects the
brain and the peripheral nervous system. The
peripheral nervous system includes all parts of the
nervous system that lie outside the brain and the
spinal cord. It links the central nervous system to
all other parts of the body, carrying messages to and
from the central nervous system. Thus, the central
and peripheral nervous systems are connected and
interdependent. They work together every moment of
our lives in maintaining communication throughout
the entire body, thereby enabling us to think, feel and
act as we do.

Central nervous system

The central nervous system (CNS) consists of the
brain and spinal cord. Its main function is to
process information received through the sensory
systems and other parts of the body and to activate
appropriate actions. Although many other animals
can see, hear, smell, run and move better than we
can, our CNS processes information in ways that
enable us to adapt to the environment in ways that
no other animal can.

The central nervous system is so named because
it is located in the centre of the body. It is also
central to all our mental processes and behaviours.
Everything you think, feel and do is processed
through this system. This includes the regulation of
all the basic bodily processes that keep us alive. The
CNS is so important to our ability to function that
it is entirely protected by bone — the brain by the
skull and the spinal cord by the spinal column. Both
the brain and spinal cord are also covered by the
meninges and suspended in cerebrospinal fluid to
cushion blows.

The brain is an intricate network of cells that
plays a vital role in processing information
received through nerve pathways from the
body and in directing responses. Because of its
role in overseeing almost everything we think,
feel and do, it is sometimes called the ‘control
centre’ or ‘master regulator’. The brain is more
than a mass of networked cells. Brain cells
are organised into many identifiable areas and
structures that have specialised functions. We
examine key areas, structures and their functions
later in the chapter.

The spinal cord is the long, thin bundle of nerve
tissue that extends from the base of the brain to the
lower back. Tt is encased in a series of bones called
vertebrae, that extend further than the actual spinal
cord. The spinal cord links the brain and the parts of
the body below the neck.

Two major functions of the spinal cord are to:

e receive sensory information from the body (via
the peripheral nervous system) and send these
messages to the brain for processing

e receive motor information from the brain and send
it to relevant parts of the body (via the peripheral
nervous system) to control muscles, glands and
internal organs so that appropriate actions can
be taken.

For example, suppose that you are picking up some

snow with an ungloved hand to throw at a friend. The

sensory receptors in the skin on your hand detect

the change in temperature and transmit the sensory

information to your brain via the spinal cord and the

PNS. Your brain will quickly analyse and interpret

the sensory information and decide what to do. If the

brain decides the snow should be dropped because
holding it is interpreted as unpleasant, perhaps even
painful, a message will be sent, via the spinal cord
and the PNS, to the muscles in the fingers holding
the snow, causing them to move so that the snow is
released. This two-way interaction between the brain
and the body, via the spinal cord, occurs in a highly
coordinated way.

Brain

— Spinal cord

FIGURE 3.24 The central nervous system is
shown in blue and the peripheral nervous system
is shown in red. These two systems are connected
and interdependent.
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FIGURE 3.25 (a) The CNS is surrounded by cerebrospinal
fluid, the meninges and bone (skull and spinal column) for
protection. (b) The spinal cord links the brain and peripheral
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nervous system.

The transmission of information along the
spinal cord, to and from the brain, occurs through
interconnected neurons that form neural (nerve)
pathways (also called circuits or tracts). When the
spinal cord is injured, the brain loses both sensory
input from and control over the body. The severity
of feeling loss and paralysis depends on where the
spinal cord is injured. The higher up on the spine
the injury is, the greater the number of nerve
connections between the brain and body that are
severed (Gazzaniga & Heatherton, 2006).

The spinal cord does more than provide pathways
for messages to and from the brain. It can also
initiate some simple responses independently of the
brain. These spinal reflex responses are involuntary
and occur automatically in response to certain
stimuli. A spinal reflex response occurs, for example,
when you touch something hot and automatically
withdraw your hand. The nerves in your hand
send a message to the CNS. The message from the
hand reaches the spinal cord first. Its immediate
response serves an adaptive function to protect
you from potential harm, by immediately sending
a return message to the muscles in your arm and
hand to contract, to move away from the source of
the potential harm. While this is happening, the

UNIT 1 How are behaviour and mental processes shaped?

message is being sent on to the brain which may
trigger another reaction when you become aware of
the stimulus.

Peripheral nervous system

The term peripheral refers to ‘outskirts’ or ‘outlying’
The peripheral nervous system (PNS) is the entire
network of nerves located outside the CNS that
transmits information to and from the CNS. Thus
the PNS takes information to the CNS from the sense
organs, muscles and glands. It also takes messages
from the CNS to the rest of the body.

The fact that the PNS is called ‘peripheral’ does
not mean that it is less important than the central
nervous system. Its role in the communication
of information around the body and in the body’s
normal functioning is just as important as the CNS.

The CNS depends on the PNS to provide it
with information from the sense organs about the
external environment and information about the
internal environment from other parts of the body.
Likewise, the PNS depends on the CNS to process the
information it sends and to initiate a response that
the PNS carries to various parts of the body.

The PNS has two subdivisions called the somatic
nervous system and the autonomic nervous system.



Somatic nervous system

The somatic nervous system (SNS) is a network of
nerves that carry sensory information to the CNS and
motor information from the CNS. Sensory information
is received at sensory receptor sites in the body

(skin, muscles, joints and tendons) and carried along
sensory neural pathways. Motor information is carried
along motor neural pathways to the muscles to
control their activity.

The sensory function of the SNS is demonstrated
when someone touches your hand. The SNS sends the
information about touch from the skin to your brain,
resulting in you experiencing the sensation of touch
(or pressure on the skin). The motor function of the
SNS is demonstrated whenever you voluntarily move
a body part. For example, when you text, frown, brush
your hair, walk up stairs or ride a bike, your somatic
nervous system is active.

The somatic nervous system is also called the
skeletal nervous system because it connects the skeletal
muscles with the CNS. Muscles are the body parts
that produce movement under the control of the brain
and spinal cord. Most muscles attach to points on the
skeleton at one or more joints. The close relationship
of these muscles to the skeleton gives them their
name — skeletal muscles.

Autonomic nervous system

The autonomic nervous system (ANS) is a network of
nerves that carries messages between the CNS and the
heart, lungs and other internal organs and glands. The
ANS regulates, or controls, the functioning of internal
organs automatically, without you having to consciously
think about it. For example, the ANS regulates heart
rate, breathing, digestion, salivation and perspiration,
actions that occur continuously without your conscious
control. Thus, the ANS is a system that functions fairly
independently of the CNS in maintaining the body’s
internal states and processes.

Suppose you are crossing the road and a speeding
car just misses you. You feel your heart race, your
skin may perspire and your mouth can dry. These
involuntary responses, initiated by your ANS, would
occur without you deliberately or consciously sending
messages to activate those parts of your body. The
autonomic nervous system is particularly active when
we experience an emotion in an extreme form, such as
exhilaration, rage or fear.

The autonomic nervous system has two divisions
called the sympathetic nervous system and the
parasympathetic nervous system. The sympathetic
nervous system arouses the body when we experience
an extreme emotion or feel threatened, such as
when riding a roller coaster or being approached by
a vicious-looking dog as we walk along the street.
The parasympathetic nervous system calms or
restores the body to its normal state of functioning
after an extreme emotion subsides or a threat has

passed. In everyday situations, the sympathetic and
parasympathetic systems work together to maintain a
steady, balanced bodily state.

FIGURE 3.26 If you are confronted by this vicious-looking
dog, your sympathetic nervous system will automatically
activate your body so that you can respond in an
appropriate way. After you take action, such as running
away, or the threat passes because the dog’s owner
arrives, the parasympathetic nervous system will return
the body to its normal state of functioning.

LEARNING ACTIVITY 3.9

Review questions

1 Describe three main functions of the human nervous
system, with reference to examples not used
in the text.

2 Which part of the nervous system coordinates the
activity of the entire nervous system?

3 Explain why injury to the spinal cord can result in
loss of brain—body control.

4 Describe the relationship between the central
nervous system and the peripheral nervous system,
with reference to key functions of each division.

5 (a) In what main way is the functioning of the
autonomic nervous system different from other
divisions of the nervous system?

(b) Distinguish between the roles of the
parasympathetic and sympathetic nervous systems
with reference to bungee jumping or parachuting by
someone who has never engaged in either activity.

6 Explain what the somatic nervous system does with

reference to an example involving both sensory and

motor activity.

CHAPTER 3 Role of the brain in mental processes and behaviour
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ROLE OF THE NEURON

The human nervous system consists of billions of
cells, the most important of which is the neuron. A
neuron is an individual nerve cell. It is commonly
described as a ‘building block’ of the nervous system
because the entire nervous system is comprised of
neurons organised into complex chains and networks
that form neural pathways through which information
continuously travels.

Neurons are also described as the ‘primary functional
units’ of the nervous system because of their vital role
in enabling the nervous system to function as it does.
They carry information (‘messages’) in the form of an
action potential (or neural impulse) to the appropriate
part of the nervous system, or interpret the message
and enable a response.

Neurons have specialised functions. Some
neurons specialise in transmitting (sending)
information from sense organs, tendons or muscles
to the CNS. Other neurons specialise in sending
information to cells in bodily organs, muscles
or glands from the CNS. Some neurons carry
information between neurons.

FIGURE 3.27 The entire nervous system is comprised
of neurons which interconnect to form neural pathways,
enabling the continuous communication of information
around the body.

Structure of a neuron

Not all neurons look the same. They vary in shape
and size depending on where they are located in the
body and on their specific function. However, most
neurons have some features in common — dendrites,
a soma, an axon, myelin and axon terminals. These
are shown in figure 3.28.

UNIT 1 How are behaviour and mental processes shaped?

Dendrites

A dendrite is a thin extension of a neuron that receives
information from other neurons and transmits it to the
soma. Each dendrite separates out like the branches
of a tree. Some dendrites have little extensions called
dendpritic spines. Each spine provides an additional

site where a neuron can connect with and receive
information from a neighbouring neuron. A single
neuron can have thousands of connections to other
neurons through its dendritic branches and spines.

Soma

The soma, or cell body, integrates (‘combines’) the
neural information received from the many dendrites
and sends it to the axon. Within the soma is the
nucleus which contains the biochemical information
that maintains the neuron and keeps it functioning.

Axon

An axon is a single, tubelike, extension that transmits
neural information away from the soma to other neurons
or cells. Most neurons have only one axon, but many
axons have branches that allow a message to be sent to
multiple cells. Axons vary in length; for example, some
axons extend over a metre from your spine to your big
toe, others are smaller than the width of a single hair.

Axon terminals
The small branches at the end of an axon are called
axon collaterals. At the end of the collaterals are axon
terminals. Each axon terminal has a small knob-like
swelling at its tip called a terminal button (sometimes
called a synaptic vesicle, synaptic knob or synaptic
button). The terminal button is a small structure
like a sac that stores and secretes a chemical called
neurotransmitter that is manufactured by the neuron
and carries its message to other neurons or cells.
Myelin
The axons of many, though not all, neurons are
myelinated. Myelin is a white, fatty substance that coats
and helps insulate the axon from the activity of other
nearby axons. Without the coating, called the myelin
sheath, interference may occur, like that which can be
experienced when a hair dryer is being used while the
television is on. The myelin sheath is not a continuous
coating extending along the full length of the axon. Tt
occurs in segments that are separated by small gaps
(called nodes of Ranvier) where the myelin is missing.
Neurons wrapped in myelin communicate their
messages much faster than unmyelinated neurons.
Information always travels in one direction through a
neuron. It is received by dendrites, passes through the
soma and exits from the axon. When it reaches the axon
terminals, it stimulates the release of neurotransmitter
from the terminal buttons. The neurotransmitter
carries the message to other neurons. The neurons do
not actually touch. There is a very tiny space between
an axon terminal and a dendrite. This area is called a
synaptic gap (or synaptic cleft).
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FIGURE 3.28 (a) Incoming neural messages are received by the dendrites and transmitted to the soma. Outgoing
information is transmitted from the soma to the axon terminals and on to dendrites of other neurons. The direction in
which the message travels is indicated by the arrows. Within all types of neurons, information (as an action potential)
travels in one direction only. (b) Neurons do not link together like a chain. The branches of an axon almost touch the
dendrites of the next neuron, leaving a tiny space called a synaptic gap.

The synaptic gap is one component of the synapse
— the place where communication actually occurs
between a neuron sending information and a neuron
receiving information. The other two components of the
synapse are the terminal buttons of the sending neuron
and the dendrites of the receiving neuron.

Both the spinal cord and the brain consist of neural
tissue made up of grey matter and white matter. Grey
matter is composed of unmyelinated neuron cell
bodies and the dense network of dendrites and their
connections to adjacent neurons (synapses). White
matter is composed of axons coated with myelin that
are grouped into bundles (forming ‘nerves’) that make
connections with other groups of neurons over longer
distances through the brain. In the human brain, grey
matter occupies the surface area (cerebral cortex)
and white matter the inside area (see figure 3.2 on
page 96). In the spinal cord, the pattern is reversed.

Types of neurons

There are three main kinds of neurons and each has
different functions. These are called sensory neurons,
motor neurons and interneurons. Sensory neurons
and motor neurons are found primarily in the
peripheral nervous system, whereas interneurons are
found only in the CNS.

Weblink
Animation on
structure and
function of a
neuron 3m 55s

Sensory neurons
Sensory neurons (also called
afferent neurons, affectors or
receptors) receive and carry
sensory information. This is received from both our
external and internal environments then transmitted
to the CNS. Their main role is to help us sense the
external world and monitor changes within our
bodies. Information is received from the external
environment via the sense organs, and internally,
within the body, from the muscles, joints, tendons,
organs and glands.

Some sensory neurons transmit information
directly to the spinal cord (to enable the spinal reflex)
whereas other sensory neurons transmit information
to the brain via the spinal cord.

There are different types of sensory neurons,
each of which is specialised to respond only to a
particular type of stimulation. For example, the
sensory neurons in the ears respond to sound waves,
but not to light. The sensory neurons in the skin
that respond to heat would not respond to chemical
energy, which would stimulate the sense of smell.
You are able to read the words on this page because
sensory neurons specialised for visual information
are transmitting information from your eyes to
your brain.

CHAPTER 3 Role of the brain in mental processes and behaviour
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FIGURE 3.29 A sensory neuron, a motor neuron and an interneuron

Motor neurons
Motor neurons (also called efferent neurons, effectors
or motoneurons) carry messages from the CNS to
the cells in skeletal muscles, organs and glands to
stimulate activity. They enable muscles to move
so we can walk or speak, cause glands to secrete
chemicals and help control the function of internal
organs such as the heart, lungs and intestines.
Skeletal muscles which are attached to our bones
respond to messages from the CNS to start, stop or
change movement.

Motor neurons are located in the lower brainstem
and spinal cord. All outgoing neural information
must pass through them to reach the muscles. Motor

Motor neurons
(outgoing information)

Muscle

neurons essentially control all actions and therefore
all forms of behaviour.

Interneurons

Interneurons (also called connecting or association
neurons) act as a link between sensory and motor
neurons, relaying information from one to the other
(because sensory and motor neurons rarely ever
connect directly). They enable simple reflexes as
well as being responsible for the most sophisticated
functions of the brain.

For example, if you pick up a hot pan, sensory
neurons will carry the sensory information from the
PNS to the CNS where interneurons will receive and
process the information.
Then a message may be
sent back to the body
; Spinal cord through motor neurons to
CNS move your hand so that the
pan drops.

Skin receptors

FIGURE 3.30 Interaction between three types of neurons
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Sensory neurons

Similarly, you will be able
to recall the information
you read on this page
because the interneurons
in your brain converted the
words (received initially
by sensory neurons) into
a form that can be stored
in memory for retrieval at
a later date. Interneurons
exist only within the CNS
and are by far the most
abundant type found there.
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GLIAL CELLS

While the nervous system consists mainly of neurons,
other types of specialised cells are also found there
in abundance. Glial cells (sometimes called glia and
neuroglia) provide insulation, nutrients and support
for neuronal function, as well as aiding repair of
neurons and eliminating waste materials.

In contrast to neurons, glial cells tend to be smaller
and can readily multiply and divide, but they cannot
generate or carry an action potential so they are not
directly involved in the transmission of messages
between neurons. However, without glial cells
neurons could not function.

As with neurons there are different types of
glial cells depending on the work they do. Among
those that are better understood are astrocytes,
oligodendroglia, microglia and Schwann cells.

Astrocytes

These star-shaped cells (also called astroglia) have
numerous roles and are the largest and most
numerous of the glial cells. They provide structural
support for neurons by holding them in place,
nutritional support by regulating local blood flow
to provide more supplies to neurons when they
are active, secrete chemicals that keep neurons
healthy, assist recovery of damaged neurons and are
also involved in the formation of new connections
between neighbouring neurons.

Astrocytes also play a protective function in the
brain by helping form the blood-brain barrier which

Blood vessel
Astrocyte

Central
nervous —
system

Peripheral
nervous —
system

FIGURE 3.31 Types of glial cells

blocks entry of various substances, including toxins
that may injure the brain.

Microglia

These extremely small cells act like immune
system cells elsewhere in the body by protecting
neurons from intruders. They monitor the
health of brain tissue and identify and devour
foreign substances.

When brain cells are damaged, microglia invade
the area to help repair it. They also help clean up the
nervous system by eliminating foreign matter and
debris such as the remains of dead neurons.

Oligodendroglia

These insulate neurons in the CNS by forming

and maintaining the myelin sheath surrounding the
axon, thereby preventing adjacent neurons from
short-circuiting and also speeding up the process of
communication.

They also absorb chemicals that the neuron secretes
and secrete chemicals that the neuron absorbs, roles
that are believed to contribute to a neuron’s nutrition
and function.

Schwann cells

Schwann cells predominantly have functions similar
to those of oligodendroglia, except they form the
myelin sheath around axons in the PNS.

LEARNING ACTIVITY 3.10

Review questions

1 What is a neuron?

2 Explain the meaning of the statement ‘Neurons
are the primary functional units of the entire
nervous system’.

3 In what way are the structure and functions of a
dendrite different from those of axon terminals?

4 Draw and label a diagram of a neuron, identifying
and briefly summarising the main function of each of
its key structures.

5 (a) Explain what sensory neurons, motor neurons

and interneurons are in terms of their specific

functions.

Describe the interactive nature of these three

types of neurons, with reference to an example

not used in the text.

Suggest two possible consequences of damage

to significant numbers of each of these three

types of neurons.

What are glial cells?

Name and briefly describe the function of two
different types of glial cells.

Explain the difference between neurons and glia
in terms of function.

(b)

(c)

6 (a)

(b)
©
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STRUCTURE AND FUNCTION OF complex information processing it performs, the

cerebral cortex is essentially an outer layer when

BRAIN AREAS considered from a purely anatomical perspective. We
The brain is more than a mass of networked examine the cerebral cortex and its functions in the
cells. Brain cells are organised into identifiable next section.

areas and structures with specialised functions. Many important functions are controlled by areas
When looking at the brain, the cerebral cortex beneath the cortex. For example, our basic survival

is the most prominent part. But despite its mechanisms are located deep within the brain. In this
important and sophisticated functions and the section we consider areas beneath the cortex.

Forebrain

Midbrain

Hindbrain

Reticular formation
Network of neurons that regulates alertness
and modifies muscle movements

Brain stem

Spinal cord

Links the brain and rest of the body via the PNS;
initiates simple reflex responses independently
of the brain

FIGURE 3.32 The brain is often described as having three main areas called the hindbrain, midbrain and forebrain.
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Neuropsychologists often describe the brain using
a basic structure comprising three main areas (or
regions) — the hindbrain, midbrain and forebrain.
This is based on how the brain develops early in
life. Each area is associated with identifiable mental
processes and behaviour.

Hindbrain

The hindbrain is located at the base of the brain
around the brain stem. The hindbrain is a collection
of lower level brain structures that include the
cerebellum, medulla and pons. These control or
influence various motor functions and vital, automatic
responses such as breathing and heart rate, as well as
sleep and arousal (‘alertness’).

" Cerebellum

FIGURE 3.33 The main structures of the hindbrain are
the cerebellum, medulla and pons.

Cerebellum

The cerebellum, located at the base of the brain, is a
cauliflower-shaped structure about the size of a tennis
ball in adult brains. It is the second largest part of
the brain with 10% of the brain’s mass, yet contains
about 80% of the brain’s neurons (Herculano-Houzel
& Lent, 2005).

¥ Cerebellum

The cerebellum coordinates fine muscle movements
and regulates posture and balance. Although the
commands for movement are initiated higher up in
the brain, the cerebellum organises and adjusts muscle
activity to help ensure movement is smooth and precise
so that it's performed more or less automatically. The
cerebellum makes rapid-fire calculations about which
muscles must be activated and by exactly how much.

The cerebellum is involved in activities requiring a
rapid and skilled sequence of movements such as when
speaking and touch-typing. It is particularly active
when you learn a new movement or when you perform
a sequence of movements where the next movement
cannot be predicted in advance. It is also involved when
you make everyday voluntary, purposeful movements,
such as when reaching to pick up a cup of coffee, so that
your arm and hand make one continuous movement.

Damage to the cerebellum makes it difficult to
coordinate muscle control for everyday activities
such as reaching, walking, throwing a ball or riding a
bike. There are problems with balance, and damage
can also contribute to difficulties with speech, which
involves intricate movement control.

The cerebellum is also involved in learning and
memory associated with movement in particular. For
example, when we learn to walk, speak, or play a
musical instrument, the necessary, detailed control
information is stored within the cerebellum, where it
can be called upon by commands from the cerebral
cortex. Recent research suggests that the cerebellum
may also play a role in other mental processes
(Bergland, 2015).

FIGURE 3.34 The cerebellum coordinates fine muscle
movements and regulates posture and balance.
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Medulla

The medulla is a continuation of the spinal cord, so

it connects to the brain. The medulla controls vital
bodily functions such as swallowing, breathing, heart
rate, blood pressure, vomiting, salivating, coughing
and sneezing, all of which occur automatically and
are essential for survival. This is why a serious injury
to the medulla, as could occur through a blow to the
back of the head, is often fatal. Some parts of the
medulla are also involved in sensations such as touch,
pressure and vibration.

Medulla

Pons

Just above the medulla is the pons, a small bundle
of neural tissue about 2.5 cm long. The pons is
involved in sleep, dreaming and arousal from sleep
(‘waking”), as well as helping control breathing

and coordination of some muscle movements. The
pons also serves as a ‘bridge’ that connects parts of
the brain with one another by relaying messages
between the cerebral cortex and cerebellum and
between the medulla and midbrain. For example,
information from the ear first enters the brain from
the pons, and messages for voluntary movements
are passed on from the motor areas of the cerebral
cortex to the cerebellum.
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Midbrain

As the name suggests, the midbrain is in the central
part of the brain. It is about 2.5 cm long and contains
neural pathways connecting upper and lower brain
areas. The midbrain is a collection of structures
involved with movement, processing of visual,
auditory and tactile sensory information, sleep

and arousal.

The midbrain receives a large amount of information
from the eyes and ears and processes this to help
produce orienting movements. For example, if you are
walking and hear a car braking suddenly and loudly,
the sound registers in your midbrain, which then
triggers muscles in your neck and for eye movements
to enable you to turn your head to look in the direction
of the sound. This is coordinated movement, but not as
complex as coordination by the cerebellum.

Other structures are also involved with movement,
particularly limb movement. For example, the substantia
nigra, which has an important role in initiating voluntary
limb movements, is located in the midbrain and
connects to the forebrain. Movement disorder symptoms
of Parkinson’s disease are related to damage to the
substantia nigra.

Midbrain

FIGURE 3.35 The midbrain is a collection of structures
involved with movement, processing sensory information,
sleep and arousal.

Reticular formation

Running through the centre of the midbrain and the
hindbrain (and the brain stem) and upward to the
forebrain is the reticular formation, a network of
neurons, about the thickness of your middle finger.
When viewed through a microscope, it resembles
white netting or lacing, which is why it is called
reticular (reticular means ‘like a network").

The reticular formation helps screen incoming
information so as not to overload the brain, alerts
higher brain centres to important information, helps
maintain consciousness, and regulates arousal and
muscle tone (tension).



Reticular
formation

A part of the reticular formation is called the
reticular activating system (RAS) that extends in many
directions from the reticular formation to different
parts of the brain and to the spinal cord. The RAS
looks something like a bicycle wheel hub, with spokes
running in all directions. Its ascending pathways
(upward ‘tracts’) extend to the cerebral cortex and its
descending pathways (downward ‘tracts’) extend to
the spinal cord (see figure 3.36).

The RAS regulates arousal by either increasing
or dampening arousal in response to feedback from
upper and lower brain areas. It influences whether
we are awake, drowsy, asleep or in some state in
between. When our RAS is less active, we go to sleep.
Many general anaesthetics work by reducing the
activity of the RAS, making the patient unconscious.
Damage to the RAS will seriously disrupt the sleep-
waking cycle and can result in coma or a chronic
vegetative state (Stirling, 2002).

FIGURE 3.36 The reticular activating system (RAS) is
a part of the reticular formation within the midbrain. It
has both ascending and descending pathways through
which arousal and muscle tone are regulated.

In regulating arousal, the RAS also influences
what we pay attention to. Neurons of the RAS send
out a steady stream of impulses that keep upper
brain areas (cerebral cortex) active and alert, taking
account of the incoming flow of sensory and motor
information. The RAS can ‘highlight’ information
of potential importance, directing attention towards
potentially significant events. For example, the
sleepy driver in outback Australia who snaps to
attention when a kangaroo appears in the middle of
the road can thank the RAS for arousing the rest of
their brain.

Through its descending pathways the RAS
influences muscle tone and consequently the degree
of muscle movement. The extent of muscle tension
or relaxation affects how much the muscle will
move; that is, a relaxed muscle will produce less
movement than a tense muscle. The RAS does not
cause or initiate muscle movement; rather it modifies
movement once it has begun.

Forebrain

The forebrain is the largest and most prominent
part of the brain. It is located above the midbrain
and extends across the top of the brain. Its
numerous neural pathways connect with structures
in the midbrain and hindbrain to coordinate brain
activity. The forebrain is a collection of upper
level structures that include the hypothalamus,
thalamus and cerebrum. Together with other
structures, the forebrain regulates complex cognitive
processes such as thinking, learning, memory and
perception, as well as various aspects of emotion
and personality.

Cerebrum

Hypothalamus

Thalamus

FIGURE 3.37 Structures of the forebrain include the
hypothalamus, thalamus and cerebrum.
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Hypothalamus

Although only about the size of a sultana grape,

the hypothalamus has a vital role in maintaining

the body’s internal environment and takes part in
numerous behaviours. Its main functions include
regulating the release of hormones from various
glands in the body (through its control of the pituitary
gland) and influencing behaviours associated with
basic biological needs, such as hunger, thirst

and sleep.

Hypothalamus

The hypothalamus is a part of the limbic system
so it is also involved in emotions such as anger
and fear. The limbic system is an interconnected
group of forebrain structures located along the base
of the cerebral cortex and includes the amygdala,
hippocampus and hypothalamus.

The limbic system generally controls emotional and
motivated behaviour and certain forms of memories,
but its specific structures have more prominent roles
in these functions. For instance, the amygdala is
involved in the production and regulation of emotions
and the hippocampus in the formation of new long-
term memories.

The amygdala is often described as the ‘emotion
centre of the brain’ but it does not have exclusive
control of emotions. The experience of emotion
usually has a cognitive component underlying the
way in which it is expressed, so other forebrain areas
are also involved.

Damage to the hypothalamus can have a
very significant effect on a person’s lifestyle.
Depending on exactly where and how severely
the hypothalamus is damaged, it could result
in an inability to regulate internal body
functioning (such as maintaining a constant body
temperature), problems with the normal sleep
and waking cycle, an overwhelming urge to eat,
uncontrollable anger, or the degeneration of sex
organs and a significant reduction in sex drive (in
males only).

UNIT 1 How are behaviour and mental processes shaped?

Thalamus

Imagine sticking an index finger in each of your ears
and pushing inward until they touch. That is where
you would find the thalamus. It is about 3 cm in length
and comprises two parts that look like oval-shaped
footballs. Each one of these lies within a different
hemisphere. Given its location and functions, the
thalamus is often described as the gateway from the
lower part of the brain to the cortex in the upper part.

Thalamus !& =

The thalamus filters information from almost all the
sense receptor sites (except the nose), then passes it
to relevant areas of the brain for further processing.
For example, one part of the thalamus receives visual
input from the eye via the optic nerve and sends
this information to the visual cortex for processing
and interpreting. Thus, the thalamus functions like a
‘relay station’ in the brain.

A considerable amount of information from the
cerebral cortex also passes through the thalamus to
lower brain structures, the spinal cord and out to the
peripheral nervous system. For example, the thalamus
has neurons that relay messages between motor
cortex areas and movement control centres in the
brain stem (such as the cerebellum).

The thalamus appears to play a role in attention
as well. Its function is not just to route messages
to the appropriate brain areas and structures.

The thalamus actively filters the vast amounts of
incoming to-be-attended-to sensory information,
highlighting and giving more weight to some
inputs and de-emphasising or giving less weight
to others.

Areas of the thalamus also have a crucial role in
regulating arousal through their connection to the
reticular formation and nerve pathways that form the
reticular activation system. Damage to these areas
results in lowered arousal, ranging from lethargy to
coma. Damage to the thalamus may result in visual or
hearing impairment, or an inability to feel sensations
when touched.



Primary
motor cortex

Primary somatosensory
cortex

Primary
visual cortex

Thalamus

FIGURE 3.38 The thalamus: almost all sensory and
motor information going to and from the cerebral cortex
is processed through the thalamus. This diagram shows
some of the neural pathways from different regions of
the thalamus to specific areas of the cerebral cortex.

(@) Cerebrum

Left
hemisphere

Right
hemisphere

Longitudinal
fissure

Neural activity involved with the sense of smell
completely bypasses the thalamus. This perceptual
system has its own individual ‘relay station’ called
the olfactory bulb, which is located near the area of
the brain that controls emotion. This may explain
why certain smells, such as the odour of a particular
perfume or the smell of a cake cooking, may bring
back certain emotions or memories of particular
experiences in your life (Wade & Tavris, 1990).

Cerebrum

The cerebrum is located above and in front of the
cerebellum and occupies most of the forebrain.
The cerebrum consists of an outer cerebral cortex
and masses of neural tissue where neurons form
connections with each other and receive and
process incoming and outgoing information.

The cerebrum and its outer cortex are primarily
responsible for almost everything we consciously
think, feel and do.

The cerebrum (including the cortex) is divided into
two cerebral hemispheres. There is one on the left
and one on the right of a deep groove that runs from
the front to the back (called the longitudinal fissure).
Both hemispheres remain connected, mainly by the
corpus callosum which enables information exchange
and coordinated functioning of the brain. Each
hemisphere can be further subdivided into four areas
called lobes; these are indicated in figure 3.38 and
discussed in the next section.

(b) Right hemisphere of the cerebrum

Corpus
callosum

Cerebellum

FIGURE 3.39 (a) The nearly symmetrical hemispheres of the left and right hemispheres of the cerebrum shown front
on. (b) A side view of the cerebrum’s right hemisphere revealing the corpus callosum and cerebellum.
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LEARNING ACTIVITY 3.11 LEARNING ACTIVITY 3.12

Summarising brain structures
and functions

1 Complete the table below and show the location of
each area and structure on the photograph of the
brain in question 2.

Structure Main functions
Hindbrain = Cerebellum
Medulla
Pons
Midbrain  Reticular formation
Forebrain = Hypothalamus
Thalamus
Cerebrum
aBook

Word copy of table

2 Label the brain.

Word copy of
brain diagram

Review questions

1 ‘The cerebellum is most active when you perform a
sequence of movements where the next movement
cannot be predicted in advance.’” Give an example of
when this may occur.

2 Which structure is a continuation of the spinal cord?

3 How many of each of the following structures are
there in the brain?
(@) Cerebellum
(b) Reticular formation
(¢) Thalamus
(d) Hypothalamus

4 American movies often depict drunk drivers being
asked by a police officer to walk a straight line as
a simple and quick measure of a potential drink-
driving offence. The drunken driver is shown unable
to consistently remain on the line or walk precisely,
smoothly and steadily. Considering the driver’s
impairment, which brain structure is likely to be most
affected by the alcohol?

5 (a) Doctors have determined that a patient’s
hindbrain has been injured as the result of an
accident. What changes could be expected in the
patient’s thoughts, feelings and/or behaviour if
the injury occurred specifically to the:

(i) medulla
(i) pons?

(b) Which neuroimaging technique would provide the
clearest ‘scan’ of damage?

(c) If the patient demonstrated obvious and lasting
changes in personality, what other brain area or
structure should be investigated?

6 How does the hypothalamus primarily regulate

behaviour and the internal bodily state?

7 (@) Why is the thalamus described as a ‘relay station’?

(b) What other brain structure consistently relays
information?

8 In terms of structure and function, how does

the cerebrum in humans differ from that of

other animals?
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LEARNING ACTIVITY 3.13

Analysis of research on the thalamus

One study providing evidence for the role of the thalamus
in filtering and directing attention to sensory input was
conducted by American psychologist David LaBerge and
psychiatrist Monte Buchsbaum (1990). In one condition,
participants had to attend to the presence or absence

of a single letter. In a second condition, participants

had to ‘look out’ for the same letter embedded among
other letters. The second task required more ‘attention’
than the first because there was now a requirement to
filter or sift through the assortment of letters to find the
target letter. A PET scanner was used to observe areas of

the brain’s activity as participants completed the tasks.
Analysis of the scans showed that the second condition
brought about greater PET activation of a specific area of
the thalamus than the first condition, even when stimulus
complexity was accounted for.

1 Identify the IV and DV.

2 If a repeated measures experimental design was used:
(@) what is a potential confounding variable?
(b) how would this best be controlled?

3 What do the results suggest about the role of
the thalamus?

4 What is a potential limitation of the research?

ROLES OF THE CEREBRAL
CORTEX

This outer layer of the brain is easily recognised

by most people although many are unaware of its
actual size. The cerebral cortex appears wrinkled like
a walnut because it is crumpled up to fit into the
limited amount of space available in the skull. It is
only a few millimetres thick and if it were flattened
out, this sheet of tissue would cover about four
pages of a textbook. Only one-third of it is visible
when looking from outside the brain. The rest of it is
hidden within the many wrinkles and folds.

FIGURE 3.40 A close-up of a human brain’s cerebral
cortex. The protective membranes (meninges) have been
peeled back to reveal the detail of the bumps and grooves.

The cerebral cortex is involved with the more
complex mental abilities such as perception,
learning, memory, language, thinking and problem-
solving. It also processes incoming sensory
information and is involved with the planning and
control of voluntary bodily movements. It will be

active whenever you read, speak, experience an
emotion, estimate time, recall an answer to a test
question, plan what you will do over the weekend,
appreciate a new song, come up with a creative idea,
catch a tennis ball or go for a jog.

Some areas of the cerebral cortex are dedicated
to specific functions. For example, the primary
visual cortex is almost entirely involved in receiving
and processing information from the eyes. Most
areas, however, do not have such specific ‘localised’
functions. Instead, they perform multiple functions to
enable us to think, feel and behave as we do.

Generally, the areas of the cerebral cortex and their
main functions can be organised into three broad
categories: sensory areas which receive and process
sensory information, motor areas which initiate
voluntary movements, and association areas which
surround sensory and motor areas and deal with
more complex functions that require integration of
inputs of information from different areas, such as
learning, memory, reasoning, language, designing
a new Ferrari, planning a party, language and
regulation of emotions.

Cerebral hemispheres

The cerebral hemispheres are two almost-symmetrical
brain areas running from the front to the back of the
brain. They are referred to respectively as the left
hemisphere and the right hemisphere.

The left and right hemispheres not only appear to be
alike in overall size, shape and structure, but they also
have many of the same functions. The specific area of
the hemisphere responsible for each of these functions
is located in approximately the same place in each
hemisphere. For example, each hemisphere has motor
and sensory areas that perform the same motor and
sensory functions, each for a different side of the body.
The left hemisphere receives sensory information
from the right side of the body and controls movements
on the right side. The right hemisphere receives
sensory information from the left side of the body and
controls movements on the left side.
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In addition to the hemispheres having common
functions, each hemisphere also has specialised
functions. For example, human language is primarily
a function of the left hemisphere, and the right
hemisphere is primarily involved in many functions
that do not depend on language, such as spatial and
visual thinking and recognition of faces and tunes.

FIGURE 3.41 When viewed from directly above the top of the head,
only the cerebral cortex covering the two cerebral hemispheres is
visible. The hemispheres are alike in size, shape and structure.

Left hemisphere specialisations

e Receive and process
sensations from right side
of body

e Control voluntary
movements on right side
of body

e \erbal tasks

(e.g. speech production
and comprehension,
reading, writing)

o Analysis (e.g. maths,
sequential tasks, evaluation)

e | ogical reasoning

Hemispheric specialisation

The idea that one hemisphere has specialised
functions or exerts greater control over a particular
function is called hemispheric specialisation. The
terms hemispheric dominance and hemispheric
lateralisation are also sometimes used. Although
each hemisphere can specialise

or exert greater control in various
functions, both the left and right
hemispheres are actually involved
in nearly all functions, usually
acting together in a coordinated and
interactive way.

The earliest evidence for hemispheric
specialisation came from observations of
people who had suffered a stroke or an
injury affecting one hemisphere but not
the other. It was observed that damage
to the left hemisphere often resulted
in difficulties with language-related
activities such as understanding speech
and talking fluently. Damage to the right
hemisphere often resulted in difficulties
with tasks that did not depend on
language. These were mainly dependent
on visual and spatial abilities, such as
when using a map to navigate through
an unfamiliar location.

Right hemisphere specialisations

* Receive and process
sensations from left side of body

e Control voluntary movements on
left side of body

e Non-verbal tasks and processing of
the ‘whole’ (rather than the ‘bits’)

e Spatial and visual thinking (e.g. solving a jigsaw
puzzle, map reading, visualising a location)

e (Creativity (e.g. new ideas)
e Fantasy (e.g. daydreaming)
¢ Appreciation of art and music

e Recognising emotions
(e.g. reading body language)

FIGURE 3.42 The specialised functions of the cerebral hemispheres
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Left hemisphere specialisations
The left hemisphere specialises in verbal and
analytical functions.

Verbal functions involve the use or recognition of words
such as in reading, writing, speaking and understanding
speech, all of which are important in language.

Analytical functions essentially involve breaking
a task down into its key parts and approaching it
in a sequential step-by-step way. This is required,
for example, when you use logical reasoning to
interpret and apply a formula to solve a mathematics
problem, critically evaluate an experimental design in
psychology, or prepare a meal at dinner time.

Analytical functions are also involved when you
develop an argument for a debate, plan how to save
up enough money to buy a car or find enough time to
complete all the homework for six different subjects.

Right hemisphere specialisations

The right hemisphere specialises in non-verbal

functions that do not depend on language skills. Its

non-verbal functions include:

e spatial and visual thinking, such as completing
a jigsaw puzzle, reading a map or visualising the
location of objects or places

e recognising faces, patterns and tunes

e appreciating music and artworks (but not
necessarily producing them)

e creative thinking

e daydreaming.

The right hemisphere is also more involved in
recognising emotions from facial cues (signals), such
as a raised eyebrow or trembling lips, and in non-
verbal emotional expression.

LEARNING ACTIVITY 3.14

Media response

Explain how accurately the cartoon represents
hemispheric specialisation.

eGuide

Practical activity
— eye gaze as
an indicator of
hemispheric
specialisation

PEANUTS

featuring

“Goed ol
CherlieBromn”

J:rc?ré cHekz

HEY, FEANKLIN, DIF YOU READ THE
CHAFTERS ON LEFT AND RIEHT BRAINS?
T

, /' -~ |

4

T THINK M A"LEFT-BRAIN PERSON ...
I'M SORT OF ANALYTICAL AND T LIKE
NUMBERS AND SYMBOLS...

I BUESS IM A
“RIGHT-BRAIN PERSON'

e e el Sy Baaay il O3

I'™ G000 AT JI&SAW PUZZLES,
I LIKE MUSIC ANP T THINK I HAVE

AND THEN, OF COURSE, WE HAVE
THE " NO-BRAIN PERSON .

A ?RE'_I'T‘r' G000 IMABINATION.,..
‘H-__.f'/h_ v

e

Copyright United Features Syndicate distributed by Auspac Media
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LEARNING ACTIVITY 3.15

Review questions

1 (@) What is the cerebral cortex?
(b) Describe the relationship between the size of the
cerebral cortex and the mental capabilities of
an organism.

2 Briefly describe three key functions that the cerebral
hemispheres have in common.

3 Explain the meaning of the term hemispheric
specialisation.

4 Identify the hemisphere that specialises in each of the

following functions:

(@) appreciating the beauty of a forest

(b) judging whether a car will fit into a parking space

(c) kicking a football with the left foot

(d) listening to someone speak

(e) applying logic in an argument

(f) working out if you have enough money for
a holiday

(9) daydreaming about being rich and famous

h) finding your way around a maze

() speaking on the telephone

() playing golf on a video game

(k) playing Scrabble® on an iPad

() playing Angry Birds™ on a smart phone

(m) working out the meaning of a grin on
someone’s face

(n) arranging a bouquet of flowers

(o) giving someone the correct change for their
purchases

(p) recognising classmates from an old class
photo

(@) working out when you have to get up in the
morning to get to school on time

() raising your right hand to answer a question
in class.

5 A friend tells you about an internet test that
determines ‘hemispheric dominance’ of the test-taker.
The test seems very formal and involves a mixture
of verbal and non-verbal tasks. Your friend did the
test and one of the results indicated that they have
no musical ability because of their dominant left
hemisphere. What two key arguments could be used
to dispute this result?

Cortical lobes of the
cerebral cortex

Cortical lobes are areas of the cerebral cortex
associated with different functions. Each cerebral

relevant information through the senses), regulation
of emotions and expression of emotional reactions,
self-awareness and aspects of personality such as
initiating appropriate and inhibiting inappropriate
behaviour. Some psychologists refer to this part of

hemisphere has four lobes — the frontal lobe, parietal  the frontal lobe as having an ‘executive’ role in all

lobe, occipital lobe and temporal lobe. Each lobe has
areas involved with sensory or motor functions, as
well as association areas.

Frontal lobe

our thinking, feeling and behaving. This is because it
coordinates many of the functions of the other lobes
and determines our responses.

Frontal lobe Parietal lobe

The frontal lobe is the largest of the four lobes
and is located in the upper forward half of
each cerebral hemisphere. At the front, just
behind the forehead, is an association area
called the prefrontal cortex, which occupies
more than one-quarter of the entire cerebral
cortex. It has numerous connections linking
it to other brain areas, including other lobes
and areas beneath the cerebral cortex such
as gustatory cortex, responsible for taste
perception. This allows it to receive and
combine information from throughout much
of the brain to perform many functions,
particularly the more complex ones.

The prefrontal cortex is involved with
sophisticated mental abilities such as
reasoning, planning, problem solving,
decision making and symbolic thinking
(such as when using words as to represent
language or numbers, letters and other
‘symbols’ to represent maths or music). It
is also involved with attention (picking out
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Occipital
lobe

Temporal lobe

FIGURE 3.43 The lobes of each cerebral hemisphere



1 Prefrontal cortex plans
movements

Prefrontal
cortex
plans

FIGURE 3.44 Initiating and executing voluntary motor
activity within the frontal lobe

As shown in figure 3.44, the frontal lobe is also
responsible for planning and initiating voluntary
bodily movements. Generally, the pre-frontal cortex
plans the required motor sequence then sends the
instructions to an area called the premotor cortex
towards the back of the frontal lobe. The premotor
cortex prepares the appropriate movement sequence
and sends the information to the adjacent primary
motor cortex.

The primary motor cortex is a strip of neural tissue
located at the rear of each frontal lobe and running
roughly across the top of your head. The primary motor
cortex initiates and controls voluntary movements
through its control of skeletal muscles. When you want
to text a friend, the primary motor cortex activates
and guides your fingers to press the desired sequence
of numbers.

The primary motor cortex in the
left frontal lobe controls voluntary
movements on the right side of the
body. Likewise, the primary motor
cortex in the right frontal lobe controls
voluntary movements on the left side of
the body.

As shown in figure 3.45 below, a
different area along the primary motor
cortex is involved with the movement
of each specific body part. For example,
a specific area of the cortex in the left
frontal lobe controls movement of the
thumb on the right hand. Similarly, a
specific area of the cortex in the right
frontal lobe controls movement of the
left leg, and so on.

The amount of cortex devoted to a
particular body part corresponds to
the complexity, or ‘fineness’, of its
movements. Parts that we are able to
move with the greatest precision (such
as the fingers and tongue) take up more
cortical space than parts over which we
have less control (such as the shoulder
and thigh).

Shoulder Trunk Hip Knee
Arm ‘
Elbow
Wrist
Hand
Ankle
Fingers

Thumb

©
Neck
Brow l

Eye

, | Toes

Face

Lips \

Jaw

r

Tongue )
Swallowing

FIGURE 3.45 This diagram shows the organisation of
the primary motor cortex. More of the cortex is devoted
to body parts involved in finely tuned movement than
to other parts. In addition, the lowermost parts of the
body are located on the uppermost areas of the cortex
and vice versa.
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A specific area of cortex located next to the primary LEARNING ACTIVITY 3.17
motor cortex in the frontal lobe of the left hemisphere

coordinates movements of the muscles required for Applying your knowledge of the primary
speech and supplies this information to the appropriate motor cortex
motor cortex areas. This is called Broca'’s area. Suppose you mapped the primary motor cortex of an
Broca’s area has a crucial role in the production orangutan. What would you expect to find with regard
of articulate speech; that is, speech that is clear and to the distribution of body parts in this cortical area?
fluent. If you were to read this section of text aloud, Explain your answer with reference to the proportion of
Broca’s area would coordinate messages to your lips, the primary motor cortex likely to be occupied by four
jaws, tongue and vocal cords to enable you to produce different body parts, including the arms and legs.

(‘say’) the words clearly and fluently (see figure 3.46).
As with voluntary movements, speech production
involves several different brain areas. Broca’s area
is linked to and interacts with other areas of the
cerebral cortex that are involved with language. For
example, specific areas provide information about the
meaning of words and the structure of sentences, as
well as the specific parts of speech such as adjectives,
prepositions and conjunctions.

Primary motor cortex

Frontal lobe

Parietal lobe

The parietal lobe is located behind the frontal lobe
and occupies the upper back half of the brain, but not
the rearmost area (see figure 3.47).

The parietal lobe receives and processes bodily, or
‘somatosensory’, information. This sensory information
includes touch and temperature (from the skin) and
information about muscle movement and the body’s
position (from muscles, tendons and joints).

Located at the front of each parietal lobe, near the
primary motor cortex, is a strip of cortex called the
primary somatosensory cortex (see figure 3.47).

FIGURE 3.46 Broca’s area

LEARNING ACTIVITY 3.16

Mapping the primary motor cortex

Copy the primary motor cortex in figure 3.45 using
transparent paper into your workbook. Use the reverse
side of the traced copy to create the right primary
motor cortex.

Use arrows to identify the specific area(s) of the
left and right cortices that would initiate each of the
following voluntary movements:
bending your right arm
wriggling the toes on your left foot
opening your mouth for the dentist
sucking on your thumb
winking with your right eye
clenching your left fist
kissing
crossing your legs
bending your right knee to walk up a step
talking.

Primary somatosensory cortex

Parietal
lobe

FIGURE 3.47 The parietal lobe and primary
somatosensory cortex
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The primary somatosensory cortex receives and
processes sensory information from the skin and body
parts such as arms, hands, legs, feet, lip, tongue and
SO om.

Like the primary motor cortex, the primary
somatosensory cortex in the left parietal lobe
receives and processes sensory information from
the right side of the body. Likewise, the primary
somatosensory cortex in the right parietal lobe
receives and processes sensory information from the
left side of the body.

As shown in figure 3.48, different areas of
this cortex are involved with sensations of touch
received from specific body parts. The amount
of cortex devoted to a particular body part
corresponds to the sensitivity and amount of use
of the body part. For example, your lips, fingers
and tongue, which are very sensitive to touch and
frequently used in everyday behaviour, have more
cortical space than parts that are less sensitive and
used less frequently, such as the back of your legs
and your hips.

The misshapen appearance of the person called
a homunculus shown in figure 3.49 represents the
disproportionate areas of primary somatosensory
cortex devoted to different parts of the body.

The parietal lobe also has association areas that
are involved in functions such as attention, spatial
reasoning and judging the position of our body
in space.

. Trunk  Neck
Knee Hip Head
Arm
Leg Elbow
Forearm

Foot Hand

Toes Fingers
Thumb

Eye
Nose
Face

Lips

Teeth
LD Gums

Jaw

‘ Tongue
Pharynx
Intra-abdominal

FIGURE 3.48 This diagram shows the organisation

of the primary somatosensory cortex. More cortical
area is devoted to the more sensitive body parts than
to other parts. In addition, the lowermost parts of the
body are located on the uppermost areas of the cortex,
and vice versa.

FIGURE 3.49 This misshapen person (called a homunculus) represents the body parts in terms of the relative size of
the area each body part occupies along the primary somatosensory cortex.
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LEARNING ACTIVITY 3.18

Sensitivity of the primary motor
somatosensory cortices

The following two activities provide quick ways of
helping you understand the sensitivity of your primary
motor cortex and your primary somatosensory cortex.
1 Primary motor cortex. Try wiggling each of your
fingers one at a time. Now try wiggling each of your
toes. Note how in figure 3.45 (see page 133) the area
of your primary motor cortex is much larger for your
fingers than for your toes, which relates to the greater
sensitivity and more precise control in your fingers.

2 Primary somatosensory cortex. Ask a friend to close
their eyes. Using a random number of fingers (one
to four), press down on the skin of your friend’s
back for one or two seconds and ask your friend to
report how many fingers you are using. Now repeat
the same procedure on the palm or back of your
friend’s hand. Your friend should be much better at
guessing the number of fingers used when you’re
pressing their hand than when you’re pressing their
back. As in figure 3.48 (see page 135), the area of
the primary somatosensory cortex is much larger
for the hands than for the back, which is reflected in
more sensitivity and greater accuracy of detection for
finger pressure on the hand.

Source: Adapted from Huffman, K. (2004). Psychology in action

(7th ed.). New York: John Wiley & Sons.

Occipital lobe

The occipital lobe is located at the rearmost

area of each cerebral hemisphere, at the back of
your head (see figure 3.50). The occipital lobe is
almost exclusively devoted to the sense of vision.
Damage to the occipital lobe can produce serious
visual impairments, even if the eyes and
their neural connections to the brain

are normal. Although the occipital lobe

is primarily involved in vision, areas

in the other lobes also have important
visual functions.

The occipital lobe is divided into many
different visual areas. The largest by far
is the primary visual cortex. The primary
visual cortex is located at the back of
each occipital lobe and this is the major
destination of visual information from the
two eyes. The information comes to the
primary visual cortex from visual sensory
receptors located on the retina at the back
of each eye.

Each hemisphere receives and processes
half of the visual information. The left half
of each eye (which receives visual sensory
information from the right half of the
visual field) sends information only to the
visual cortex in the left occipital lobe. The

Broca’s
area

UNIT 1 How are behaviour and mental processes shaped?

Auditory
cortex

Temporal lobe

right half of each eye (which receives visual sensory
information from the left half of the visual field)
sends information only to the visual cortex in the
right occipital lobe.

Temporal lobe

The temporal lobe is located in the lower, central
area of the brain, above and around the top of each
ear. The temporal lobe is involved with auditory
perception and also plays an important role in
memory, aspects of visual perception such as our
ability to identify objects and recognise faces, and
our emotional responses to sensory information
and memories.

The primary auditory cortex in each temporal lobe
receives and processes sounds from both ears so
that we can perceive and identify different types
of sounds.

Different areas of this cortex are specialised to register
and respond to different features of sound. For example,
if you were listening to classical music, the deep, low
pitched sound of a bassoon will be registered in a
different place on the auditory cortex than where the
high-pitched sound of a tin flute will be registered.

A specific area of cortex in the temporal lobe of the left
hemisphere, located next to the primary auditory cortex
and connected to Broca's area by a bundle of nerves, is
called Wernicke's area.

Wernicke’s area is also involved in speech
production but has a crucial role in the
comprehension of speech; more specifically, in
interpreting the sounds of human speech. When you
hear a word, the primary auditory cortex of the left
temporal lobe processes the auditory sensation, but
you cannot understand the word until the information
has been processed by Wernicke's area.

Occipital
lobe

Primary
visual cortex

Wernicke’s
area

FIGURE 3.50 Occipital lobe, showing the primary visual cortex



The brain and language

Language is a complex mental ability that involves intricate
coordination of many brain areas. An example of the
complexity of language is that impairments in language
often result from injury to several different cortical areas.
Depending on where the injury occurs, a person may be able
to speak fluently but be unable to read, or may be able to
comprehend what they read but be unable to speak. Others
can write but not read, read but not write, read numbers but
not letters, or sing but not speak.

We tend to think of speaking and reading, or writing
and reading, or singing and speaking, simply as variations
of the same general ability, but studies of patients with a
brain injury suggest otherwise.

In 1861, Paul Broca found that damage to a specific area
in the left frontal lobe caused one of his patients severe
problems in being able to clearly pronounce words, although
they were quite capable of singing and understanding
speech and writing.

However, Broca’s area is just one of the brain areas
involved in language. Even in reading this text aloud, other
areas of the cerebral cortex are involved. For example,
years after Broca’s discovery, it was found that the angular
gyrus, located towards the bottom of the left parietal lobe, is
needed to receive visual information from the visual cortex
and recode it into an auditory form from which Wernicke’s
area (in the left temporal lobe) derives its meaning.

As shown in figure 3.51, a number of different areas
of the cerebral cortex are activated when language is
spoken, seen or heard.

(a) Hearing words

(c) Speaking words

Different areas of the cerebral cortex are even
activated when we use specific forms of grammar or
concepts. For example, in 1985, two adult females
who had strokes both suffered damage to language-
related parts of their association cortex. Neither had
difficulty with nouns but both had difficulty with verbs.
Their respective problems, however, were opposite.
One could speak verbs but had difficulty writing them,
whereas the other could write verbs but could not say
them. Interestingly, the female who could speak verbs
was able to say ‘| watch TV’ (where ‘watch’ is used
as a verb) but was unable to say ‘My watch is slow’
(where ‘watch’ is a noun). Yet another person, an adult
male with damage to a different language-related brain
area, lost the ability to say a particular group of nouns,
specifically, the names of any fruit. He could say any
noun from abattoir to zoo, but when it came to the
name of a fruit he was ‘lost’ for words (Hart, Berndt &
Caramazza, 1985).

Prominent American neurologist Norman Geschwind
(1972) combined many findings from research and formed
the following explanation of how we use language. When
you read aloud, the words first register in the visual
cortex. These are then relayed to the angular gyrus,
which then transforms the words into an auditory code.
This code is received and understood in the neighbouring
Wernicke’s area and sent to Broca’s area. Broca’s area
directs the action of the motor cortex to create the
pronounced word. This pathway from written to spoken
word is shown in figure 3.52 on page 138.

(d) Thinking about words

FIGURE 3.51 These PET scans of left-facing patients show levels of increased activity in specific brain areas:
(@) when hearing words (auditory cortex and Wernicke’s area); (b) when seeing words (visual cortex and angular
gyrus); (c) when repeating words (Broca’s area and the motor cortex); and (d) when generating verbs, a more
complex language task, activating the most amount of brain. The colours violet, blue, green, yellow and red, in

that order, represent increasing amounts of activity.

(continued)
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(continued from previous page)

5 Motor cortex (movement of
muscles that enable words
to be pronounced)

2 Angular gyrus (transforms
visual representations into
an auditory code)

1 Visual cortex
(receives written
words as visual
stimulation)

4 Broca’s area (input is
sent to Broca’s area, which
controls speech muscles via

e g ol FIGURE 3.52 Five steps

appear to be involved in
3 Wernicke’s area reading aloud.

(interprets auditory code)

LEARNING ACTIVITY 3.19

Reflection

Some people think that we use only 10% of our

brains and that we can harness the rest to boost our YR I

More recent research has found that
the right hemisphere also has a role in
language. For example, some people with
extensive damage to the left hemisphere
are capable of swearing and using other
emotionally charged words, or singing and
producing well-learnt phrases. In some
cases, these individuals can sing sentences
they are unable to say, thereby making use
of the right hemisphere’s musical function.
In relation to comprehension, some
frequently used concrete words, such as
car, television and food, are understood by
the right hemisphere, even if the patient is
unaware that they have been shown the
word. The right hemisphere also appears to
have the ability to comprehend the overall
context or theme present in a sentence
(Andrewes, 2001).

mental abiltities. Based on your study of the brain,
comment on the accuracy of this statement and explain

LEARNING ACTIVITY 3.20

Summarising brain areas and structures

1 Label the brain in the following diagram.
4

5

Frontal

Parietal

Occipital
Temporal

2 Complete the following table or summarise the relevant
information using a copy of the diagram of the brain in
question 2 and additional labels where required.

Key structures or areas : Main functions

Primary motor cortex
Prefrontal cortex
Broca’s area

Primary somatosensory cortex
Association areas

Primary visual cortex

Primary auditory
cortex
Wernicke’s area

Word copy of table

3 Most mental processes and behaviours do not exclusively
involve any one of the lobes. Demonstrate interaction
8 between the lobes by using arrows on a diagram of the
brain to link the lobes in two different functions.

4 Following a head injury sustained in a car accident,
Sofia is unable to feel any sensation of touch or
temperature in an area on the left side of her face
between her cheeks and her lower jaw. Fortunately,

10 Sofia did not injure her spine.
(@ Which brain area is likely eGuide
A to be affected?
eGuide Weblink

(b) Explain your answer to
part (a).

(¢) In which lobe is this
area located?

TED talk on myths
about psychology
14m 55s

Practical activity — an alternative
way of localising and summarising
brain areas
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LEARNING ACTIVITY 3.21

Review: organisation of the nervous system

Complete the following figure to show the organisation and location of the following divisions and features of the
nervous system.

medulla hindbrain brain reticular formation midbrain cerebrum and cerebral cortex
sympathetic nervous system pons somatic nervous system forebrain

parasympathetic nervous system hypothalamus peripheral nervous system
central nervous system thalamus spinal cord autonomic nervous system cerebellum

Nervous system

eGuide

‘ ’ ‘ ’ ‘ ’ ‘ ’ ’ ‘ ’ ‘ ’ Learning activity

— ethics in
brain research
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CHAPTER 3 TEST

SECTION A — Multiple-choice questions

Choose the response that is correct or that best answers the question.

A correct answer scores 1, an incorrect answer scores 0.

Marks will not be deducted for incorrect answers.

No marks will be given if more than one answer is completed for any question.

Question 1

The outer layer of neural tissue covering the human brain is

called the

A. corpus callosum.
B. cerebral cortex.
C. meninges.

D. association cortex.

Question 2

The relationship between the central nervous system and the

peripheral nervous system is best described as

A. non-interactive.
B. autonomous.
C. interdependent.
D. outlying.

Question 3
A major function of the spinal cord is to

A. protect the vertebrae.

B. initiate voluntary muscle movements.

C. enable sensory neurons to connect directly with
motor neurons.

D. connect the brain and peripheral nervous system.

Question 4

Experimental research using ablation involves the
brain to observe behavioural effects.

A. damaging

B. stimulating

C. inhibiting

D. stimulating and/or inhibiting

Question 5

The split-brain experiments on hemispheric specialisation
were conducted by

A. Flourens.

B. Penfield.

C. Sperry.

D. Galen.

Question 6

The brain structure that is most prominently involved in
regulation of eating, drinking and body temperature is the

A. cerebellum.

B. reticular formation.
C. thalamus.

D. hypothalamus.

Question 7

The brain structure that coordinates bodily movements to
ensure precise and smooth execution is the

A. cerebellum.
B. cerebrum.

C. medulla.

D. hypothalamus.

Question 8

The brain area primarily involved in regulating bodily
activities that are vital for survival is the

A. cerebral cortex.
B. hindbrain.
C. forebrain.
D. midbrain.

Question 9

Which of the following statements about hemispheric
function is correct?

A. The left and right hemispheres control voluntary
movements on both sides of the body and receive
sensory information from both sides of the body.

B. The left and right hemispheres exchange and process
sensory information before deciding which side of the
body requires control of voluntary movements.

C. The right hemisphere controls voluntary movements
on the right side of the body and receives sensory
information from the right side of the body.

D. The left hemisphere controls voluntary movements
on the right side of the body and receives sensory
information from the right side of the body.
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Question 10
A major function of the somatic nervous system is to

A. transmit information from sensory receptor sites
to the CNS.

B. carry neural messages between the CNS and internal
organs and glands.

C. maintain the body’s internal states.

D. interpret information provided by sensory systems
of the body.

Question 11

The division of the nervous system that is primarily self-
regulating is called the nervous system.

A. central
B. somatic
C. autonomic
D. peripheral

Question 12

Something gives you a sudden and unexpected fright. Which
division of the nervous system will be activated when
this happens?

A. sympathetic

B. parasympathetic
C. somatic

D. central

Question 13

Which structure screens then redirects incoming sensory
information to the relevant cortical area?

A. thalamus
B. hypothalamus
C. medulla
D. cerebrum

Question 14
The brain vs heart debate

A. has its origins with the development of neuroimaging
techniques in the 1970s.

B. is about the source of human mental processes and
behaviour.

C. was first proposed by the philosopher Descartes.

D. proposes that both the heart and brain contribute to
human mental processes and behaviour.

Question 15

A main advantage of a PET scan when compared with a
CAT scan is that

A. aPET scan provides information about brain movement,
whereas a CAT scan provides only structural information.
B. a PET scan provides information about brain
activity, whereas a CAT scan provides only structural
information.
C. aPET scan provides magnetic brain images whereas a CAT
scan provides computerised cross-sectional brain images.
D. a PET scan is non-invasive, whereas a CAT scan is
invasive because radiation is used.

UNIT 1 How are behaviour and mental processes shaped?

Question 16

Which of the following neuroimaging techniques would
provide the most precise information on brain function?

A. fMRI
B. PET
C. MRI
D. CT

Question 17
Three prominent hindbrain structures are the

A. cerebellum, reticular formation and hypothalamus.
B. thalamus, cerebrum and hypothalamus.

C. thalamus, reticular formation and pons.

D. cerebellum, medulla and pons.

Question 18
The largest part of the forebrain is the

A. reticular formation.
B. cerebellum.

C. cerebrum.

D. medulla.

Question 19

You will be able to move the muscles in your hand
and fingers to answer this question through the specific
action of your

A. sensory neurons.

B. motor neurons.

C. autonomic nervous system.
D. spinal cord.

Question 20
Which of the four lobes is primarily involved in vision?

A. occipital
B. frontal

C. parietal
D. temporal

Question 21

A neurosurgeon electrically stimulated parts of a patient’s
primary somatosensory cortex. If the patient was conscious
during the procedure, which of the following was probably
experienced?

A. ‘hearing’ faint sounds

B. ‘seeing’ random visual patterns

C. a sense of having the skin touched

D. movement of one or more of the larger body parts

Question 22

The amount of primary motor cortex devoted to a specific
body part reflects the

A. degree of stimulation required to activate the part.

B. degree of precise control required by the part.

C. sensitivity of the sensory receptors controlling the
body part.

D. sensitivity of the body part to stimulation.



Question 23 Question 25

Which of the following tasks is a specialised function of the ~ You have an itchy leg, so you scratch it. The sensation of

right cerebral hemisphere? the itch is processed by the , Whereas the scratching
A. reading a novel movements are controlled by the

B. logical reasoning A. frontal lobe; parietal lobe

C. following the directions in a recipe B. parietal lobe; frontal lobe

D. finding one’s way around a maze C. primary somatosensory cortex; primary motor cortex

D. primary motor cortex; primary somatosensory cortex
Question 24

The area of the brain that, if injured, is more likely to
adversely affect mental abilities such as symbolic thinking,
planning and decision making, is the

A. forebrain.
B. midbrain.
C. hindbrain.
D. cerebellum.

SECTION B — Short-answer questions

Answer all questions in the spaces provided. Write using black or blue pen.

Question 1 (2 marks)

Broca’s area is located in the lobe; whereas, Wernicke’s area is located in
the lobe.

Question 2 (1 mark)

Which division of the nervous system automatically restores bodily systems to their normal level of functioning after
heightened activity has been suddenly initiated?

Question 3 (1 mark)

Which cortical lobe directly receives then processes auditory information?

Question 4 (1 mark)

Explain the meaning of ‘localisation’ in relation to brain function.

Question 5 (4 marks)
Name the four parts of the neuron in the following diagram.
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Question 6 (4 marks)

Use the following brain image to indicate the approximate location of each of the following. Ensure you clearly mark and
label each area or structure.

(a) Medulla

(b) Occipital lobe
(¢) Thalamus

(d) Forebrain

Question 7 (2 marks)

Use an example to describe the interactive nature of a motor neuron, sensory neuron and interneuron.

Question 8 (3 marks)
(a) Name one type of glial cell and describe its role. 2 marks

(b) What is a vital role of neurons that glial cells cannot perform? 1 mark

Question 9 (2 marks)
Describe the mind—body problem.

Question 10 (2 marks)
(a) Define phrenology. 1 mark

(b) Why is phrenology best regarded as pseudoscience? 1 mark
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Question 11 (2 marks)

During a car accident, Stephen suffered a brain injury. Fortunately, he did not injure his spine. Afterwards, he found that he
could not detect any sensations (such as touch, hot or cold changes) on both sides of his face between his cheekbones and
lower jaw.

Which of Stephen’s cortical areas is likely to have been affected by the brain injury, and in which lobe is this cortical
area located?

Question 12 (2 marks)

Explain the relationship between the brain and conscious experience of the world with reference to the thalamus and
reticular formation.

Question 13 (2 marks)
Some psychologists refer to ‘the brain and its nervous system’ when discussing the brain.

Briefly discuss the accuracy of this expression, with reference to an example of a relevant mental process or behaviour.

Question 14 (2 marks)

Popular magazines sometimes describe people as ‘left-brained” or ‘right-brained’, suggesting that one hemisphere is entirely
dominant over the other in certain activities or that we may be able to make one hemisphere more dominant and therefore
improve or even excel in some abilities.

Write a counterargument to this view ensuring you refer to hemispheric function and a relevant example.

The answers to the multiple-choice questions are in the answer section at the back of
this book and in eBookPLUS.

The answers to the short-answer questions are in eBookPLUS.
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CHAPTER

Brain plasticity and
brain damage

infancy and adolescence as periods of rapid development
and changes in brain structure and function, including
development of myelin, synaptic pruning and frontal lobe
development

the impact of injury to the cerebral cortex on a person’s
biological, psychological and social functioning and the
ability of the brain to undergo adaptive plasticity, illustrated
by rehabilitation of people with brain injuries

the use of animal studies and neuroimaging techniques to
develop understanding of human neurological disorders
including Parkinson’s disease.

Brain development in infancy and adolescence 147

Impact of injury to the cerebral cortex
and adaptive plasticity 151

Parkinson’s disease 163




Before neuroimaging techniques became available,
it was widely believed that the brain stopped
developing at around the age of 12. One reason
for this belief is that the brain’s overall structure
is almost complete at birth and it grows very little
in size during childhood.

Although the sizes and shapes of our brains
look very alike, no two human brains are actually
identical. Genetic information directs the course of
our brain’s development and the experiences we
have throughout life actively shape its structure. In
this sense, our brain never reaches a point where we
can describe it as ‘fully developed..

From birth through to the end of life, neurons and
the connections between them change in response to
our experiences. They change to represent and store
this information so that we can learn and remember.
Sometimes neurons die and connections are
eliminated, especially if not needed or used. But the
more we repeat a thought, feeling or action, the more
connections that are dedicated to it and the stronger
those connections become. In some cases, the brain
can repair itself and a healthy part can take over
the function of a damaged area. However, despite its
remarkable adaptability and capacity for change, the
brain cannot be transplanted or replaced.

11

2 months 5 months Newborn
(fetal) (fetal)

FIGURE 4.1 Changes in brain and body proportions as we grow older. The brain reaches
full adult size by the mid-20s but some areas are still developing.

In this chapter we examine the onset and
process of brain development in infancy through
to late adolescence, by which time most areas have
reached maturity. We then examine the adaptability of
the brain in response to experience. In particular, we
consider how experience can change the brain’s
structure, especially when damage through injury
interferes with its normal functioning.

BRAIN DEVELOPMENT IN
INFANCY AND ADOLESCENCE

Infancy and adolescence are periods of rapid
development and change in brain structure and
function. These occur in a genetically programmed,
orderly way. At birth, the infant’s brain has just
about all the neurons it will ever have despite
being only about one quarter the size of an adult’s
brain. By six months of age the brain will reach
about half its adult size, almost three-quarters

the size by two years of age and about 90-95%

of its adult size by the age of 6. By the mid-20s

or so the brain will have reached adult size by
most estimates, but some parts are still maturing,
particularly cortical areas.

6 years 12 years 25 years

Weblink
Video on brain
development 8m 7s
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Brain growth and development are orderly processes,
but this does not mean that they occur at the one pace
within each individual. There are bursts and spurts,
most notably in early childhood and adolescence.

Areas deep within the brain that are responsible for
vital survival functions develop first. It is essential that
breathing, heartbeat, circulation, sleeping, sucking
and swallowing are possible when the infant leaves the
uterus (Epstein, 1986; Kolb & Wishaw, 2014).

Although the brain quadruples in size from birth
to adulthood, it is not due to an increase in the
number of neurons. A substantial amount of its
growth is due to two processes — the development
of myelin and the growth of new neural connections
through synaptogenesis and the branching of
dendrites.

Development of myelin

The growth and development of white, fatty myelin
around many axons through myelination contributes
to the increase in brain size. This important process
allows neurons to be more efficient in sending
messages to other neurons (although not all axons are
ever myelinated).

Myelination starts before birth during fetal
development and continues through childhood,
adolescence and into adulthood. The most intense
period of myelination occurs shortly after birth. By
this stage, axons have also grown in size. They are
longer, with denser branching at their ends because
there are more axon terminals. There is also a burst
of myelination in adolescence.

Myelination typically emerges in the hindbrain
then spreads over time into the midbrain and
forebrain. Within the cerebral cortex, sensory areas
are myelinated before motor areas. This progression
of myelination through the brain is consistent with
the overall course of brain growth and development.

eBook

FIGURE 4.2 Progress of
myelination in the cerebral
cortex. Light shaded areas
myelinate last.

Weblink

Explanation of synaptic
pruning and myelination
in adolescence 3m 37s
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Myelination does not occur in a uniform way
across the cortex. Sensory and motor areas are
myelinated by age 3 or 4, whereas association areas
in the frontal and temporal lobes responsible for
more complex functions are myelinated last (see
figure 4.2).

Synaptogenesis and synaptic
pruning

Synaptogenesis accounts for most of the brain’s
growth in size. Synaptogenesis involves the formation
of new synapses between the brain’s neurons. A
synapse is the place where neighbouring neurons
connect and communicate — where messages are
passed from axon terminals to dendrites. After birth,
the neurons continue to develop new dendrites, the
dendrites can grow more branches and each branch
can grow spines, making the dendrites extremely
‘bushy’ in appearance (see figure 4.3). The end of
each of these branch-like extensions provides a site
where a neuron can connect with an adjacent neuron
and collect information.

Generally, synaptogenesis occurs more quickly in
sensory (and motor) areas than in association areas.
It is believed that this allows the brain to have the
capability to respond to the constant stream of new
environmental input; for example, to deal with touch
sensations and all the new sights, sounds, smells and
so on that bombard the sense organs.

Synapses in the brain begin to form long before
birth. After birth, synaptogenesis occurs so
rapidly within the first 15 months that the total
number of synapses increases tenfold. The infant
brain forms far more neural connections through
synaptogenesis than it will ever use. So, weak or
unused connections are ‘pruned’ This process of
eliminating synaptic connections is called synaptic
pruning. Synaptic pruning is considered to be the
means by which the brain ‘fine tunes’ its neural
connections. It is a long-term process, continuing
for many years, but in different areas of the brain at
different times.

Synaptic pruning also tends to occur first in
sensory areas and last in association areas. It is
complete in the visual cortex by about age ten,
but the elimination of dendrites can continue in
association areas of the frontal lobe until well beyond
age 20, eventually stabilising in adulthood around
age 30. There is a burst of synaptic pruning during
early adolescence, with almost half the synaptic
connections eliminated at this time (Kolb & Wishaw,
2014; Spear, 2010).

What is constant across different areas of the brain,
however, is that the number of synapses in an adult is
about 40% less than the number in a three-year-old.
Which connections will be kept and which will be
pruned is based on experience. The connections that
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FIGURE 4.3 The infant brain forms far more neural connections than it will ever use. The brain then ‘prunes’ any
synaptic connections that are not used in a process based on a ‘use it or lose it’ rule.

have proven to be valuable and have strengthened
through repeated use are retained. Those that have
become weak or obsolete decay and disappear. The
entire process occurs as if the rule ‘use it or lose it’
is being followed. It is also a process that closely ties
experience to brain development (Gazzaniga, Ivry &
Mungun, 2014; Kolb & Wishaw, 2014; Spear, 2010).

Frontal lobe development

Brain development continues into adulthood until
about the mid-twenties or so, with the frontal lobes last
to fully mature. The prefrontal cortex — the association
area just behind the forehead — is the very last part of
the brain to mature. This is consistent with the general,
overall pattern of brain growth and development. Areas
at the bottom grow and develop before those at the top,
and areas at the back before those at the front.

(a) 3 to 6 years

(b) 7 to 15 years

The progression of myelination, synaptogenesis and
synaptic pruning through the frontal lobe (and other
lobes) follows this overall pattern. Within the frontal
lobe, synaptogenesis occurs more quickly in the
motor cortex and other areas towards the back of the
lobe than it does in the prefrontal cortex at the front.
Synaptic pruning and myelination also occur last in
the prefrontal cortex.

During the early childhood years, between the
ages of 3-6 years, there is a significant increase in
the number of neural connections established in
the frontal lobes through synaptogenesis. As this
occurs, children become increasingly sophisticated
in cognitive abilities, especially when compared to
capabilities at birth.

During the ages of about 7 to 15 years, the rapid
synaptic growth shifts to the temporal and parietal

[ Synaptogenesis
M Synaptic pruning

(b) 16 to 20 years

FIGURE 4.4 Periods of more rapid synaptogenesis and synaptic pruning occur during brain development from early
childhood to later adolescence. The prefrontal cortex is the last brain area to mature and the heightened level of
synaptic pruning between 16-20 years assists more efficient functioning of neuronal activity.

Source: Adapted from Huffman, K. (2012). Psychology in action (10th ed.). Hoboken, New Jersey: John Wiley & Sons, p. 334.
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lobes. This is believed to be associated with significant
increases in language development.

During the ‘teenage’ years of around ages 16 to
20, there is a heightened level of synaptic pruning
in the frontal lobes whereby unneeded connections
are actively eliminated. This pruning assists more
efficient functioning of neuronal activity, which is
why it is believed to occur at this time (Huffman,
2012).

Some psychologists regard it as significant that
the prefrontal cortex is the last brain area to reach
maturity. It is considered significant because of the
role of the prefrontal cortex in the more advanced,
‘higher level’ mental functions, such as our ability to
reason, plan ahead, organise, solve problems, make
decisions and so on. It has been suggested that the
occasional impulsive, unpredictable, unstable or
immature behaviour displayed by many adolescents
is at least partly a reflection of their brain still being a
‘work in progress’ because it still has yet to reach full
adult maturity.

The underdeveloped prefrontal cortex has been
proposed as one explanation for the immaturity of
decision making and higher incidence of ‘unstable’
behaviour among many adolescents. During
adolescence, emotions and impulses can be intense
and compelling, especially as the adolescent’s limbic
system — the motivational and emotional centre of
the brain — tends to be quite active. But the part
of the brain that is responsible for reasoning,

eGuide
Weblink
TED talk:
Neuroscientist on ‘The
mysterious workings

of the adolescent
brain’ 14m 26s

FIGURE 4.5 Risky behaviour
during adolescence may be
partly explained by an immature
prefrontal cortex in the frontal
lobe.
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decision making, exercising judgment and emotional
regulation is still maturing. As a result, although
adolescents are able to think critically, they may
sometimes have difficulty doing so. They are also
more likely to act irrationally than during periods of
later brain development. The adolescent also
engages in risky behaviours more than adults. Some
of the most life-threatening risky behaviour is
especially common during the ‘teenage years’
(Grison, Heatherton & Gazzaniga, 2015; Horstman,
2012; Spear, 2010).

LEARNING ACTIVITY 4.1

Review questions

1 Construct a timeline to outline growth in brain size
from birth to adulthood.
2 Explain why the human brain never reaches a point
where it is ‘fully developed’.
(@) What is myelination?
(b) When does it start and end?
4 (a) What is synaptogenesis?
(b) When does it start and end?
(@) What is synaptic pruning?
(b) Suggest why there is an excess of synapses at
birth and why so much pruning occurs.

6 (a) Explain the meaning of ‘use it or lose it’ in

relation to brain development.

(b) Some people believe that the ‘use it or lose it’
principle means that a great deal of learning is
not possible after the age of 3. How accurate is
this view?

7 Explain how myelination and synaptogenesis
collectively account for a substantial increase in
brain size after birth.

8 Draw a picture of a brain and use numbers and/or
arrows that become narrower to indicate the overall
pattern of brain growth and development.

9 Suggest a reason to explain why the prefrontal
cortex is the last area to mature in the brain.

10 Give examples of risky, life-threatening behaviours
commonly associated with adolescence. What

is a possible explanation in terms of frontal lobe

development?

LEARNING ACTIVITY 4.2

Reflection

An underdeveloped prefrontal cortex in early
adolescence may be one reason why some teenagers
have difficulties with self-control, and lack efficient

and adult decision-making abilities. Comment on
whether this reason justifies inappropriate behaviour by
teenagers and explain your view.




IMPACT OF INJURY TO THE
CEREBRAL CORTEX AND
ADAPTIVE PLASTICITY

At most times, our brain serves us well. When intact and
undamaged, it usually enables us to successfully adapt to
our environment and meet the demands of everyday life.
When the cerebral cortex or any other part of the brain is
injured, people can experience one or more impairments
that may affect them physically and/or how they think,
feel and behave. Many people with cortical damage can
function quite effectively in everyday life, but the impact
will depend largely on the individual involved and the
nature and severity of the injury itself. Appropriate
treatment also plays a vital role in the level of recovery.

Brain injury refers to any brain damage that impairs, or
interferes with, the normal functioning of the brain, either
temporarily or permanently. Most cases of brain damage
occur after birth and in such instances are referred to as
acquired brain injury. That type of damage can be caused
by an accident, an intentional blow, violent shaking of
the head, stroke, alcohol and other drugs, brain surgery,
infection (such as meningitis), brain inflammation (such
as encephalitis) or a brain disease (such as Parkinson’s
disease) (Brain Injury Australia, 2015).

Brain injury can have sudden onset, when caused,
for example, by a blow, infection, stroke or drug use.
Alternatively, brain injury can have insidious onset,
for example, from prolonged use of alcohol or another
substance, a tumour or a neurodegenerative disease.

A neurodegenerative disease is characterised by the
progressive decline in the structure, activity and function
ofbrain tissue. Parkinson’s disease and Alzheimer’s
disease are both neurodegenerative diseases. Essentially,
neurons within the brain (‘neuro”) gradually become
damaged or deteriorate (‘degenerate’) and lose their
function, hence the term ‘neurodegenerative’.

Brain injury is common. It is estimated that over
700 000 Australians have a brain injury that impairs

everyday life in some way. Three out every four of them
are aged under 65. As many as two out of every three

of these people acquired their brain injury before they
turned 25. Three out of every four people with acquired
brain injury are men (Brain Injury Australia, 2015).

The most common cause of acquired brain injury
is stroke. A stroke occurs when a blood vessel bringing
oxygen and nutrients to the brain bursts or is clogged
by a blood clot. As a result, brain tissue is deprived of
blood, causing the brain cells to die within minutes.
This affects any mental process or behaviour
controlled by those brain cells, such as thinking,
speech and movement. The next largest cause of
acquired brain injury is an accident or trauma, known
as traumatic brain injury (see box 4.1).

FIGURE 4.6 A stroke is the leading cause of acquired
brain injury in Australia. The white area towards the
centre of this CAT scan shows brain damage caused

by an aneurysm which is a common cause of stroke.

It occurs when the wall of an artery swells to the point
where it appears like a balloon. As an aneurysm grows, it
becomes thinner and weaker and often times will leak or
burst, which releases blood into the brain.

BOX 4.1

Traumatic brain injury

Traumatic brain injury is a type of acquired brain injury
caused by a blow to the head or by the head being
forced to move rapidly forward or backward, usually
with some loss of consciousness. There may be a
momentary loss of consciousness (which, for example,
can happen from a punch to the face) through to a
long-term bout of unconsciousness or coma. Sometimes
a traumatic brain injury results in very serious and often
life-threatening problems.

Traumatic brain injury may be the result of a motor
vehicle accident, fall, assault, sporting accident, gunshot
wound or violent shaking. Traumatic brain injury is not the
same as head injury, since a person can sustain damage
to the face, scalp and skull without necessarily injuring
their brain. When the head is struck hard, the brain slams
against the inside of the skull. As a result of this blow or

rapid movement, brain tissue may bleed, bruise, tear, twist
or become swollen.

Some traumatic brain injuries are classified as mild,
like concussion, which is most commonly acquired when
playing contact sports such as AFL football and rugby.
Problems in most cases tend to be short-lived and
people return to normal functioning fairly quickly.

In some cases, however, people continue to experience
problems that can last for weeks, months or even
years. This is known as post-concussion syndrome and
persistent symptoms often
include headaches, dizziness,
balance problems, fatigue,
anxiety, depression, insomnia,
light and sound sensitivity,
and problems with attention,
concentration and memory.
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Impact of injury to the cerebral
cortex

Brain injury to the cerebral cortex has different effects
on different people, both in the short term and long
term. When the cerebral cortex is damaged, some
other part of ourselves will also be affected. Even a
mild injury can result in a serious disability that will
interfere with a person’s daily functioning and personal
activities, often for the rest of their life. The extent of
some of these changes may only become apparent as
time progresses (Brain Injury Australia, 2015).

In this section, we examine research findings
on individuals with an injury to particular areas of
their cerebral cortex, how this affects their everyday
experience and what their injury has revealed about
cerebral cortex functions. We start with one of the
earliest and best-known cases of an injury to the
cerebral cortex in the frontal lobes. Then we consider
a spatial disorder associated with damage to a specific
area of cortex in the temporal lobe.

Biological, psychological and social changes
due to frontal lobe injury

Phineas Gage, a construction foreman working on a
new railway line in the US state of Vermont, was only
25 years old when he suffered a massive head injury
that seriously injured his frontal lobes. Gage was
supervising a crew of workmen in September 1848.
To remove a large rock in the way of the track, Gage
poured gunpowder into a deep, narrow hole drilled
into the rock. The gunpowder was packed in tightly
with an iron rod before a fuse was lit to ignite it. The

)

rod was more than a metre long, 3.5 centimetres in
diameter and weighed 6 kilograms (see figure 4.7).

As Gage was packing down the gunpowder, a spark
from the rod ignited the gunpowder and blew the
rod into his cheek and out through the top of his
skull. After going through his skull, the rod is said to
have landed somewhere between 20 and 50 metres
away, depending on which report is read. Gage was
pushed backwards and fell to the ground. His body
began to shake uncontrollably, but he was still alive.
Within minutes of the accident he is reported as
sitting up and talking to people near him (Blakemore,
1977). The doctor attending him was able to stop the
bleeding, and cleaned out loose bits of brain tissue
and bone before dressing the wound.

There was no immediate indication that Gage's
mental or physical abilities had been affected by
the accident, despite injury to both his frontal lobes,
including the prefrontal cortex. However, the once
friendly, considerate and quietly spoken Phineas
Gage is reported to have become impatient, crudely
spoken, aggressive, irresponsible and hard to get
along with. His friends and acquaintances said that
he had changed so much he was no longer the person
they had known. Twelve years later, at the age of 37,
Phineas Gage died.

Gage'’s doctor, John Harlow (1848), wrote a detailed
account of the accident as well as of Gage’s condition
and symptoms. Years later, when he learned of Gage's
death, he petitioned Gage's family to exhume the
body and allow him to keep Gage’s skull and the
rod as a ‘medical record’. These are on display in a
museum at Harvard University in America.

FIGURE 4.7 Phineas Gage’s skull and the iron bar that penetrated his frontal lobe, especially the prefrontal cortex
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Nearly 150 years later, American psychologist
Hanna Damasio and her colleagues (1994) examined
the metal rod and damage to Gage’s skull. Using skull
measurements and computer imaging techniques,
they reconstructed the pathway of the rod to more
accurately pinpoint the brain injury (see figure 4.8).
Then, they searched for case studies of patients
with a known injury in the same area of cortex as
Gage's injury. They examined these isolated case
study reports and found that Gage’s symptoms were
consistent with those reported by other patients.

Common among patients with an injury to the
forward part of the frontal lobes (in the prefrontal
cortex) is an unusual collection of biological,
psychological and social changes.

Biological changes

Biological changes are primarily physical in nature.
Patients with a severe injury to the prefrontal cortex

often have a range of problems with motor activities.

In particular, their overall level of motor activity and
ordinary voluntary, spontaneous movements are
markedly reduced. For example, facial expressions tend to
become blank and head and eye movements are minimal.
Some reflexes that are evident only during early infancy,
such as the grasping reflex of the hand, may also reappear.

Psychological changes

Psychological changes primarily involve emotion,
personality and cognition, which in turn impact on
behaviour.

Emotional changes often include a persistent
apathy (lack of concern about anything) and lack
of emotional responsiveness, including lack of
concern for the past or present. However, the
patients experience episodes in which this apathy is
dramatically broken by bouts of euphoria (extreme
excitement), impulsive behaviour, disregard for social
conventions, verbal and physical aggressiveness,
boastfulness, silliness and, sometimes, unrestrained
sexual activity. Collectively, these types of changes
are often perceived by others as changes in the
individual’s personality.

A reduced responsiveness to pain is also commonly
reported. In relation to cognitive abilities, general
intelligence — as measured by IQ scores — shows
only slight changes, but forgetfulness is shown in
many tasks requiring continual attention.

Many case study reports of patients with a severe
frontal lobe injury involving the prefrontal cortex
have also emphasised problems with goal-directed
behaviour, especially an inability to plan activities and
use foresight. Daily activities of these patients seem
disorganised and without a clear direction of where
these activities are leading or why they are being
undertaken. For example, a patient given a simple
set of errands may be unable to complete them (if
able to do any at all) without numerous false starts,
backtracking and confusion (Breedlove, Watson &
Rosenzweig, 2010).
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FIGURE 4.8 This computer reconstruction, based on measurements of Phineas Gage’s skull,

shows from several different perspectives the brain areas that are most likely to have been
injured in his accident. The red cylinder shows the path of the iron rod, which entered the
skull below the left eye and exited through the top of the head, severely injuring both frontal

lobes, especially prefrontal cortex areas.
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BOX 4.2

Lobotomy: injuring the frontal lobe to
treat mental illness
In the late 1930s Portuguese neurologist Egaz Moniz
devised the lobotomy, a surgical procedure that severed
nerve fibres to cut off the foremost portion of the frontal
lobes from the rest of the brain. The operation was
initially used to treat people diagnosed with a mental
disorder, especially patients who could not control their
emotions. Moniz received the Nobel Prize in Physiology
or Medicine in 1949 for his advancement of the lobotomy.
In America, many doctors embraced the lobotomy and
performed it on tens of thousands of men and women with
mental disorders such as schizophrenia, major depression
and obsessive—compulsive disorder. Often called a
prefrontal or transorbital lobotomy, it was a crude but simple
operation, sometimes performed in a doctor’s office using a
local anaesthetic, with an ice pick inserted into the brain via
an area under the patient’s upper eyelid. The ice pick was
then moved around until the connecting neural tissue was
severed, in part or whole, depending on the diagnosis of the
patient’s disorder. The entire procedure took 3—4 minutes.
The operation generally had the effect of decreasing
the patients’ emotional responsiveness. Many became
emotionally docile, remaining extremely and consistently
calm even when in frustrating circumstances. As a result,
the patients were much easier to manage in psychiatric
hospitals. But it also left them disconnected from their social
surroundings and had adverse effects on cognitive functions.

Social changes

Biological and psychological changes associated with
frontal lobe injury, particularly personality changes
and onset of socially inappropriate behaviour, can
be difficult for partners, family members, friends,
work colleagues and others in the individual’s social
network. This can lead to a breakdown in personal
relationships and loss of social support. In addition,
the individual may experience difficulty establishing
new social relationships.

According to Brain Injury Australia (2015), injury to
the cerebral cortex puts the individual at an increased
risk for unemployment, lack of affordable housing,
homelessness and social isolation.

In addition, individuals with this type of brain
damage are significantly overrepresented in the
criminal justice system. One Australian study has
found that over 40% of prisoners have an acquired
brain injury. In addition, compared to the general
population, people with a brain injury have higher rates
of contact with police, more court appearances and
more convictions, longer periods of detention or
imprisonment, and are more
likely to be victims of crime.
Howepver, their offences tend to
be relatively minor (e.g. 40% of
offences involve theft or road
traffic infringements) and are
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Case study of a
patient with frontal
lobe injury 9m 2s
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The prefrontal cortex is not only involved in regulating
emotional responses, but also in the execution of many
higher order mental abilities. Consequently, the lobotomy
left most patients unable to plan and organise their lives
effectively as well as other problems associated with thinking.
This eventually raised concerns about the lobotomy, although
it continued to be practised until the mid 1950s, when new
medications were developed to treat psychological disorders.

FIGURE 4.9 American neurosurgeon Walter Freeman
demonstrates how to perform a lobotomy to mental
health professionals in 1949. Freeman is shown
hammering an ice pick under the patient’s upper

eyelid and into their frontal lobe. .
eGuide

Weblink

Video on Freeman
performing a
lobotomy 5m 10s

committed under the influence
of alcohol (Brown & Kelly, 2012).

Spatial neglect due to

temporal lobe injury

A patient in a rehabilitation facility wakes in the
morning and proceeds to shave his face. When

he puts the shaver down to go to breakfast, it is
apparent that he shaved only the right side of his
face. While eating breakfast, the patient starts to

look for his coffee cup until someone points out that
it is just slightly to the left of his dish. At lunch or
dinner, he may leave the food on the left half of his
plate untouched while asking for more, only to be
reminded that there is still food on the plate. If asked
to read compound words such as football or birthday,
he will read ball and day, overlooking the first half
of the word. If questioned, he states that he read the
words correctly. If asked to draw a clock, he will draw
a circle correctly but then crowd all the numbers into
the right half. If asked to draw a person, he will draw
only the right side of the body, leaving out the left
arm and leg. If questioned, he states that the drawings
look alright to him (Springer & Deutsch, 1998).

This unusual behaviour is associated with brain
injury resulting in a disorder called spatial neglect
which causes problems with attention. Generally,
spatial neglect, also called hemispatial neglect and visual



neglect, is a neurological disorder whereby individuals
are unable to notice anything either on their left or
right side. They tend to behave as if that one side of
their world does not exist. Figure 4.10 shows the type of
drawings made by patients with spatial neglect.

Spatial neglect is most commonly observed in
stroke or accident victims who have fairly extensive
injury to the cerebral cortex in the rear area of the
parietal lobe of the right hemisphere. Consequently,
these patients mostly neglect the left side of their
world. Spatial neglect of the right side sometimes
occurs after similar damage to the left hemisphere (or
in subcortical areas), but much less frequently and in
a milder form. In either case, the side of the world
opposite to the damaged hemisphere tends to be
neglected, rather than the same side (Kolb &
Whishaw, 2014; Parton, Malhottra & Husain, 2004).

Spatial neglect is a complex disorder with many
different types and subtypes. Although neglect is
mostly experienced with the visual sense, it may
occur for other senses, such as hearing or touch, or
with movement. Furthermore, it may be isolated to
one or a combination of
these senses. When tested,
some patients acknowledge
the presence of something
on the neglected side and
mistakenly report its
presence as if it appeared
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FIGURE 4.10 Drawings of common symmetrical
objects by an individual with spatial neglect. Note that
the left side of each object has been ignored.

on the non-neglected side. Thus, for example, a
patient may be given an auditory stimulation on their
left neglected side and claim that the sound came
from the right. Or, in the case of neglect involving
movement, the patient may be asked to raise their
left hand and, if they respond at all, they may raise
their right hand.

The extent of neglect among different individuals
varies and depends on the severity and specific
location of their brain injury. It may range from
indifference towards objects on one side to denial of
the very existence of that side of the body. For
example, one patient called a nurse in the middle of
the night to ask her to help him throw his own left
leg out of bed, thinking that ‘the alien leg’ had been
put there as a cruel joke by other
patients. Less severely affected
individuals may simply ignore
things in their left or right visual
field and not necessarily all parts
of their body on that side
(Stirling, 2002).
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FIGURE 4.11 German artist Anton Raderscheidt suffered
a stroke that damaged the cerebral cortex in the right
parietal lobe. Note his gradual recovery from spatial
neglect, as evidenced by the progressive addition of
details to the left side of his self-portraits. Whether or

not someone recovers from spatial neglect, how well
they recover and the speed of recovery depends on the
individual and the severity of their brain injury.
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The higher incidence of spatial neglect when
there is injury to the right rather than left parietal
lobe demonstrates the importance of the cerebral
cortex in the right parietal lobe in attention and
in conscious awareness of objects and the self.

Like many other mental processes, however,
other brain areas are also involved in attention and
consciousness. Interestingly, many individuals with

spatial neglect insist that there is nothing wrong
with how they perceive and act in the world.
As shown in figure 4.11 on page 155, some people
with spatial neglect make a gradual recovery from
the disorder.

Psychologists are unclear about why it occurs
following damage to the parietal lobe. Nor is there
any widely accepted explanation of the disorder.

BOX 4.3

Oliver Sacks’ case studies of patients
with cerebral cortex injuries

British neurologist Oliver Sacks (1933-2015) reported many
case studies that describe the effects of injury to the cerebral
cortex in his books that included The Man Who Mistook His
Wife for a Hat (1985) and Seeing Voices (1990). There have
also been movies based on some of his books.

In one case study, Sacks (1990) described the experiences
of a patient whose brain injury involved an association area in
the occipital lobe. The man could still see the basic features
of objects, such as colour, edges and movement. He was
also able to recognise basic geometric shapes.

When Sacks showed the man a rose and asked him to
identify it, the man responded: ‘About six inches in length.
A convoluted red form with a linear green attachment. It
lacks the simple symmetry of the Platonic solids, although it
may have a higher symmetry of its own ...” After some time
spent continuing to reason about its parts, the man finally
guessed that it might be some sort of flower.

Sacks then held the rose under the patient’s nose and
asked him to smell it. ‘Beautiful” the man exclaimed. ‘An
early rose. What a heavenly smell!” The man could easily
identify the rose by smell but not by sight, even though
he could see every feature and describe most of them in
considerable detail.

According to Sacks, the man was unable to integrate the
information because of damage to an association area that
would have helped him make the connection between the
visual and olfactory (smell) parts of his memory.

In another case study, Sacks (1985) described the case
of ‘Christina’, who had lost the ability to feel the position

of her own body. She reported feeling disembodied, like
a ghost. For example, on one occasion when she was
a patient in a hospital, she became annoyed at a visitor
whom she thought was tapping her fingers on a tabletop.
But it was actually Christina, not the visitor who was doing
it. It was as if her hands were acting on their own and her
body was doing things of which she was unaware.

Sacks diagnosed Christina as having lost all her
sensory feedback about joints, muscles and positions
of her limbs. For unknown reasons, the sensory
neurons that would normally carry this information to
the primary somatosensory cortex in the parietal lobe
were malfunctioning. This case study provided important
insights into kinesthesia, the sense of knowing where our
body parts are in space.

LEARNING ACTIVITY 4.3

Review questions

1 (a) Explain the meaning of acquired brain injury.

(b) Distinguish between brain injuries with sudden or
insidious onset with reference to two examples of
each type.

(c) Explain why boxing is a dangerous sport, especially
professional boxing for which protective headwear
is not required during bouts.

(d) Distinguish between meningitis and encephalitis.

2 (a) What specific brain injury did Phineas Gage have?

(b) What did his injury indicate about the role of this
brain area in mental processes and behaviour?

(c) How accurately do Gage’s symptoms represent
symptoms of most people who damage the same
brain area?

3 (a) Injury to which area of the cerebral cortex is most
commonly associated with spatial neglect?

(b) Explain what spatial neglect is with reference to
examples of mental processes and behaviour
associated with the disorder.

Give an example of a visual scene that may be
reported by an individual with spatial neglect while
watching a sports event. Your example should
identify the event and the position from where the
scene is viewed.

Suggest an example of a biological, a psychological
and a social change that could occur together with
spatial neglect. Explain your choice of examples.

©
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LEARNING ACTIVITY 4.4

Data analysis on recovery from
spatial neglect

Spatial neglect is quite common among patients with brain
damage caused by a stroke. One of the earliest studies
on recovery from right or left neglect induced by a stroke
was conducted by British neurologist Derick Wade and
his colleagues (1988). Patients admitted to hospital and
surviving for 6 months were regularly tested on three
cognitive tasks to measure their recovery.

One of the tasks required each patient to cross out all
‘1’s and ‘4’s presented in different strings of numbers.
Examples of strings of numbers used in the study are:

9837103563504

7584390238756

3829:7465960758

537260:987.8285

47382059385837+

38.95819.62:578

The results for 15 patients are plotted in the graph on the

right. Of the 15 patients, nine had left visual neglect and

six had right neglect.

1 What do the X and Y axes of the graph describe?

2 How many patients showed recovery from spatial neglect?

3 Explain, with reference to the data, whether there was a
difference in rate of recovery by each patient.

4 (a) After how many days did one of the patients
experience a sudden and dramatic relapse
from recovery?

(b) Suggest a possible reason for the relapse.

5 Wirite an overall conclusion about recovery from spatial
neglect based on the data.
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Source: Wade, D.T., Wood, V.A., & Hewer, R.L. (1988) Recovery
of cognitive function soon after stroke: a study of visual
neglect, attention span and verbal recall. Journal of Neurology,
Neurosurgery, and Psychiatry. 51(1): 10-13.

LEARNING ACTIVITY 4.5

Analysis of research on brain function

A psychologist wanted to test research findings that
specific areas of the primary motor cortex in the left and
right frontal lobes are involved in specific voluntary motor
movements on opposite sides of the body.

She tested her hypothesis through an experiment
conducted as part of a case study involving one male
research participant. The participant was suffering from
severe, unpredictable epileptic seizures and had been
referred to the psychologist by the participant’s doctor, as
the psychologist had expertise in diagnosing the source of
epileptic seizures.

Taking advantage of the opportunity to test her
hypothesis, the psychologist obtained permission from
the participant to study voluntary motor movements
during brain scanning that had been organised to
locate the source of the epileptic seizures. Approval
for the experiment was also obtained from an ethics
committee.

Working as a member of a team that included a
qualified radiologist and neurosurgeon, she asked the
participant to raise his right foot when a yellow light was
flashed in the scanning chamber and to raise his left

foot when a blue light was flashed. There were five trials
involving each foot, but the different coloured lights were
flashed randomly.

She found that a specific area of primary motor
cortex in the left frontal lobe was active whenever a
voluntary movement of the right foot was made and a
corresponding area of cortex in the right
frontal lobe was active whenever a voluntary movement
of the left foot was made. These results supported the
hypothesis and were consistent with those of similar
studies previously conducted by other researchers.

Formulate a research hypothesis for this experiment.
2 What is the operationalised independent variable?
3 What is the operationalised dependent variable?
4 Explain why the psychologist flashed the lights
randomly.
Suggest a limitation of this study.
Has the psychologist breached any ethical standards?
Explain your answer.
7 Explain the meaning of participant confidentiality,
voluntary participation and informed consent in relation
to this experiment.

o O
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LEARNING ACTIVITY 4.6

Reflection

Brain injury often affects a person’s behaviour and the
thinking that underlies their actions. Sometimes they do
things they may not otherwise do.

Is someone who has a brain injury responsible for
their actions?

Brain plasticity
Throughout our lives our brains constantly change.
This reflects the brain’s plasticity. Plasticity (also
called neural plasticity and neuroplasticity) is the ability
of the brain to change in response to experience.

Change occurs primarily at the synapse and
therefore at the microscopic level. Individual neurons
and their connections can be modified for different
reasons — during its development when we are
young, during learning throughout our entire lives
and sometimes in response to brain injury.

The brain as a whole does not change its shape.
New neural pathways can form and link up with
existing pathways and existing pathways may
interconnect with other pathways. These types of
changes involve neurons as well as glial cells. Their
activities result in changes to the brain’s physical
structure and function. For example, the brain
can reorganise and reassign its neural
connections and pathways based on
which parts of it are overused, underused
or injured. Its structure is constantly
remodelled by everyday life experience
and environmental demands as it adapts to
meet our needs.

Lifelong plasticity accounts for many
of the learning experiences we have
throughout life, such as learning our native
(‘first’) language as a child, learning to play
a musical instrument as an adolescent,
learning to text message as an adult,
learning to use a computer in old age,
and so on. Our genes govern the overall
architecture of our brain, but experience
guides, sustains and maintains the details.
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TED talk on brain
plasticity by an eminent
neuroscientist 23m 3s

FIGURE 4.12 The brain of a developing
individual tends to have greater plasticity
than that of an adult.
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Plasticity is a characteristic of probably all animal
brains but the larger brains of mammals have more
capacity for change. For example, if a monkey is trained
to push a lever with a finger several thousand times a
day, the brain tissue that controls the finger changes
to reflect the experience. More motor cortex neurons
are active in the same area than were active before the
training (Breedlove, Watson & Rosenzweig 2010).

Human brains function in a similar way. Whether
learning to use a keyboard or a skateboard, we
perform with increasing skill as our brain incorporates
the learning within its structure. The neural activity
underlying this process occurs in a systematic way
and not haphazardly.

Although some areas of the brain such as the
sensory and motor cortices have a higher level of
plasticity than others, it is unclear as to whether all
brain areas have plasticity. However, the brain of
a developing individual is even more plastic than
that of an adult, particularly at specific times in
development when it seems that the brain is more
responsive to certain types of experiences. This is
one reason why infants tend to learn a new language
more quickly than do adults. Similarly, infants
recover more quickly from brain injury than do adults
due to the greater plasticity of their brain (Breedlove,
Watson & Rosenzweig, 2010; Myers, 2007).




Adaptive plasticity

The term adaptive plasticity is commonly

used in relation to brain injury. Adaptive

plasticity refers to the ability of the brain to
compensate for lost function and/or to maximise
remaining functions in the event of brain injury.
For example, in the months following a brain
injury, an individual may show very noticeable
improvements that occur naturally with little or
no intervention. These are associated with what is
believed to be a period of physiological stabilisation
of the injured area. Language recovery by adults
after a stroke can be relatively extensive, but the
full extent of the recovery may not be evident

for 1 or 2 years. Recovery from traumatic brain
injury by children in particular can be remarkable.
However, there are also cases among children and
adults where any measurable recovery does not
occur.

How the brain changes in response to injury,
and the effectiveness of its response, depends on
the location, degree and extent of the damage, and
the age at which the injury is sustained. Adaptive
plasticity is typically quicker and more substantial
in the earlier years, particularly in infancy and early
childhood. As we grow older the brain gradually
loses the ability to compensate for damage, but not
necessarily altogether.

Generally, adaptive plasticity enables the brain to
compensate by reorganising its structure — its neural
connections. Reorganisation can occur immediately
or continue for years and may involve a number of
different processes.

Mechanisms underlying recovery

At the neuronal level, two important processes for
recovery are rerouting and sprouting. In rerouting,
an undamaged neuron that has lost a connection
with an active neuron may seek a new active
neuron and connect with it instead. Sprouting is the
growth of additional branches on axons or dendrites
to enable new connections. When sprouting occurs
from a damaged neuron, the new growth projects

to an area that has been ‘deactivated’ by damage to
other neurons. Thus, sprouting involves rerouting as
well.

Sprouting and rerouting enable the formation of
entirely new neural connections to compensate for
loss of function due to brain injury. This essentially
means that the brain’s adaptive plasticity enables
it to take over or shift functions from damaged
to undamaged areas. Such plasticity can occur at
all levels of the central nervous system, from the
cerebral cortex down to the spinal cord.

In order for neurons to reconnect or form new
connections, they need to be stimulated through
activity. Relevant types of experience during
recovery from brain injury are therefore important

influences on the speed of recovery. For example,
depending on the location and degree of brain
damage, stroke or accident victims often need to
‘relearn’ tasks they previously performed routinely
such as reaching, walking, speaking or reading. The
younger the individual, the greater the likelihood
of successful ‘relearning’ and subsequent new
learning.

(@ (b) ©

FIGURE 4.13 Figure (a) shows a damaged neuron
before sprouting. Progressive sprouting is shown in
(b) and (c).

Recovered functions

Through adaptive plasticity, functions that were
assigned to certain areas of the brain can sometimes
be reassigned to other undamaged areas of the
brain to compensate for changing input from the
environment. For example, an extraordinary amount
of stimulation of one finger can result in that finger
‘taking over’ a part of the somatosensory cortex that
usually represents other adjacent fingers. If you lost
your middle finger in an accident, the area of the
somatosensory cortex that represents that finger will
initially be unresponsive because there is no longer
any sensory input received from the location of the
missing finger. You might expect the ‘left middle
finger neurons’ of the somatosensory cortex to
degenerate and eventually disappear. Instead, over
time, that area of the somatosensory cortex

will begin to receive input from the adjacent fingers
and become responsive to stimulation of these
fingers.
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This has been demonstrated experimentally
in studies in which researchers have surgically
destroyed areas of the somatosensory cortex of
monkeys. The results of such studies typically show
that the somatosensory cortical ‘map’ representing
the destroyed areas gradually shifts to undamaged
adjacent areas of the parietal lobes, restoring the
ability to experience bodily sensations (Thompson,
2000).

A dramatic example of the brain’s reassignment of
functions to other areas is evident when a function
is taken over by the opposite cerebral hemisphere
if injury destroys the part of the hemisphere
where the function is primarily located. Recovery
from other types of extensive brain injury by
adults through adaptive plasticity can also be quite
dramatic. Some patients with a paralysed hand or
arm, for example, can recover its use within a few
months.

The case of a 25-year-old female who was an
accomplished pianist highlights this fact. She had a
stroke that damaged left hemisphere areas of her
brain and was unable to speak and lost complete
use of her right hand. It was a devastating loss at a
young age, and her inability to play the piano only
added to her distress. The woman was placed in a
rehabilitation program that involved repeated
attempts to engage the right side of her body,
including speech therapy and piano playing. After
several months of rehabilitation, she regained nearly
full use of her right hand, and she was again able to
speak. She also demonstrated exceptionally rapid
finger movements in both hands, displaying speed

FIGURE 4.14 Neuroplasticity enabled a stroke
patient to fully recover her exceptional motor skills.
Rehabilitation was an important part of her recovery.

UNIT 1 How are behaviour and mental processes shaped?

and coordination beyond those of the average
(non-stroke-affected) person. Today she has resumed
her piano playing and has fully recovered her
abilities to the virtuoso levels attained before the
stroke (Azari & Seitz, 2009).

An even more dramatic example of the brain’s
plasticity involves recovery of language following
loss of a hemisphere. A 5-year-old boy had almost
all the cerebral cortex of the left hemisphere
surgically removed to treat his uncontrollable and
life-threatening epileptic seizures. The boy had been
experiencing as many as 10 to 12 seizures a day since
he was 3. The results of various tests conducted
before the radical surgery led to a psychological
diagnosis that ‘following onset and continuation of
seizures, speech and learning steadily regressed and
the patient was classified as retarded’ At first, the
boy’s language abilities worsened, but then improved
rapidly.

Long-term follow-up tests over the next 21 years
revealed above average language abilities and
intelligence. It appeared that loss of most of the left
hemisphere during early childhood had not impaired
language development. The patient had gone on to
complete a university degree and was assessed as also
having an excellent memory and highly developed
motor and spatial skills.

Whereas surgical removal of the left hemisphere of
an adult’s brain usually results in severe impairment
of language, affecting both speech and writing,
surgical removal of the left hemisphere during early
childhood does not necessarily have permanent
consequences for cognitive and behavioural functions
(Breedlove, Watson & Rosenzweig, 2010; Smith, Walker
& Myers, 1988).

Adaptive plasticity does not
only occur to compensate for
damage. It can also occur as
a consequence of everyday
experience. For example,
neuroimaging studies using PET
and MRI show that in musicians
who play string instruments,
the area of the somatosensory
cortex that represents the fingers
of the left hand (the hand requiring greater motor
learning for fine finger control) is larger than the
area that represents the right hand (which is used to
manipulate the bow), and larger than the left hand
area in nonmusicians. Similarly, concert pianists have
larger than usual cortical areas for finger control and
professional quilters have highly developed areas for
the thumb and forefinger, which are critical to their
craft (Nelson, 1999).

There is also evidence that other brain areas can
increase in size through extensive use. For example,
to become a taxi driver in London, individuals have
to go through a comprehensive training course
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(averaging about 34 months) and then pass a strict

test of their ability to find the shortest route between

any two locations. As a result of this type of training
and assessment, London taxi drivers have become

renowned for their ability to efficiently navigate their

way throughout one of the most complex and largest

metropolitan areas in the world without using a street

directory (or GPS).
When MRI scans of London taxi drivers (who find
new routes daily) are compared with London bus

hippocampal area, and vice
versa.

drivers (who follow a limited number of set routes
daily), they show that the rear part of the hippocampus
of' taxi drivers, which is involved in spatial navigation
(and memory formation), is
significantly larger. And, the
more years an individual has
driven a taxi, the larger the
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BOX 4.4

Phantom limb syndrome

Most people who have had a limb amputated continue to
experience sensations from where their missing limb was
originally located. This is called phantom limb syndrome.

The missing limb feels as if it still exists and some even
report feeling a persistent itch, extreme discomfort or
chronic pain where it was located. Phantom limbs may
also be experienced as moving normally, or missing
arms may ‘gesture’ during conversations as if they
really existed.

Such experiences have long intrigued psychologists
and a number of explanations have been proposed
to explain them. Indian-born psychologist Vilayanur
Ramachandran, a leading researcher on phantom limb
syndrome, has proposed that it can be attributed to the
brain’s plasticity.

Ramachandran stimulated the skin surface in various

points on the face, arms and upper body while using
functional neuroimaging to monitor brain activity in
volunteer participants with an amputated limb. The
same was done with a control group of participants
who did not have an amputated body part. The
scans showed areas of somatosensory cortex that
were activated when different parts of the body were
stimulated by touch.

In one experiment, Ramachandran and his colleagues
(1992) found that participants with an amputated hand
reported that stimulation of their cheek through touch
(with a cotton swab) was perceived as if the stimulation
was on their now-missing hand. In some cases, this
sensation was quite precise. When specific areas of the
face were stimulated, participants reported sensations
in a particular area, such as just one finger, of the
phantom hand.

The scans also revealed that stimulating the cheek
activated an area in the somatosensory cortex that

previously would have been activated by their hand. Both
the cheek and hand are represented next to each other in

the somatosensory cortex.

Following loss of the hand, the adjacent cortical
area had both taken over the unused cortex previously
representing the hand and also assumed its function.
The new face and arm representations were now
connected with each other, filling in the space occupied
by the hand representation. Through its plasticity, the

brain had reorganised itself to compensate for the loss of

sensation from the missing hand.

@

Cotton swab

Thumb

Ball of thumb

Index finger
Little (‘pinkie’)
finger

Mapping sensations in phantom limbs: (a) the
researcher lightly touches the cheek of a participant’s
face with a cotton swab, thereby triggering sensations
in their now-missing hand; (b) stimulating specific parts
of the face can result in sensations in a particular area
of the missing hand.
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BOX 4.5

Rehabilitation with constraint-induced
movement therapy

Although there is often some spontaneous recovery from
an acquired brain injury when the injury ‘settles’ with the
passing of time, participation in a rehabilitation program
is an important part of the recovery process, especially in
moderate and severe cases.

One treatment that has been found to help stroke
patients regain considerable use of a limb forces them to
constantly use the limb. Constraint-induced movement
therapy requires patients to use, for example, an affected
arm, by immobilising the good arm for up to 90% of the
time they are awake. In addition, the patient is required to

h &
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\

practise moving the affected limb repeatedly for up to
six hours a day.

In one study, 13 patients aged between 33 to
73 years regained as much as 75% of normal use
of the paralysed arm within 12 days. There was also
evidence of ‘rewiring’ (remapping) of the motor cortex.
The researchers called this ‘treatment-induced plastic
changes in the human brain’. In follow-up examinations
up to 6 months after treatment, arm movement remained
at a high level, and the size of the relevant motor
cortex areas in the two hemispheres had become
almost identical, ‘representing a return toward a normal
condition’ (Liepert et al; 2000).

-
-

Constraint-induced movement therapy involves immobilising a non-affected limb to

force usage of the affected limb.

LEARNING ACTIVITY 4.7

Review questions

1 Explain the meaning of plasticity in relation to the brain.
2 Explain why the brain is considered to have plasticity
with reference to two key points.
3 In what way does plasticity account for the fact that no
two human brains are identical?
4 (a) Explain the meaning of adaptive plasticity with
reference to brain injury.
(b) Describe two neural mechanisms or processes
that indicate and enable adaptive plasticity.
5 Give an example of research findings that
support the occurrence of adaptive plasticity in
response to:

(@) everyday experience
(b) recovery from brain injury.

6 Explain how adaptive plasticity enables compensation
for lost brain function and/or maximises remaining
functions in the event of brain injury.

7 Will the brain recover to some degree from all types of
injuries? Explain your answer.

8 What role does rehabilitation play in plasticity and
recovery from brain injury?

9 Does brain plasticity mean that ‘brain training’
programs and exercises may be effective? Does it
depend on the type of program and how it is used?
Explain with reference to an example.
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PARKINSON’S DISEASE

Parkinson’s disease is a progressive neurological
disorder which is characterised by both motor and
non-motor symptoms (Parkinson’s Australia, 2015a).
Symptoms result from the progressive degeneration
of neurons in the substantia nigra, which is located
in the midbrain area (see figure 4.15). The substantia
nigra helps regulate and control smooth movement
throughout the body, as required for balance and
walking.

Neurons in the substantia nigra produce the
neurotransmitter called dopamine so the amount of
dopamine available is markedly reduced. Dopamine
carries messages between neurons to ensure
effective planning, initiation and maintenance
of movements. If there are fewer neurons in the
substantia nigra, less dopamine will be produced.
This means that the brain receives fewer or
irregular messages on how to control movements
in the body. This is what causes the motor
symptoms that are characteristic of Parkinson'’s.
However, a decrease in dopamine does not account
for all symptoms experienced with the disorder
(Parkinson’s Australia, 2015b).

Although Parkinson’s disease is linked to the
degeneration of dopamine-producing neurons, it
is not known what actually causes this specific
type of neurological disorder. Therefore, it is
described as idiopathic, which means ‘having no
known cause’. Parkinson’s disease is not considered
to be genetic though there is a family history of
the disorder in about 15% of cases. The only real
risk factor seems to be age (Parkinson’s Australia,
2015b).

Thalamus

ganglia

Symptoms

The symptoms of Parkinson’s disease develop slowly

and gradually progress over years. They tend to

vary greatly between individuals diagnosed with the

disorder and no two people will be affected in the

same way. According to Parkinson's Australia (2015b),
there are four key symptoms used for diagnostic
purposes.

1. Tremor involving continuous, involuntary shaking
(trembling) of the body is the best-known symptom
(but not present in all cases of Parkinson’s). Most
often, tremors are ‘resting tremors’' and occur when
the limb is not in use. Sometimes ‘action tremors’
are experienced. These occur when commencing
some form of motor activity; for example, when
the person walks, their hands may begin to shake.
Usually tremor is worst at rest, improves during
voluntary movement and disappears during sleep.
‘Restless legs’ is also common. This is when the
person’s legs appear to move or feel as if they are
moving constantly, especially at night.

2. Muscle rigidity, or ‘stiff muscles’, whereby the
muscles seem unable to relax and are tight, even
at rest, is another key symptom. Individuals
report feeling that their muscles will not do what
they want them to do. They may have difficulty
performing automatic movements, such as swinging
their arms when walking or rolling over in bed.
They may feel their muscles are so tight that they
have frozen and won't actually move. Rigidity can
also lead to lack of facial expression through loss of
facial muscle tone. This sometimes gives the face a
mask-like appearance.

Corpus callosum

Caudate
nucleus

Basal

Putamen ~ ganglia

Globus
pallidus

nigra

FIGURE 4.15 Parkinson’s disease is a disorder of the central nervous system, involving primarily a degeneration of
neurons deep within the brain in an area called the basal ganglia, and in particular a loss of dopamine-producing
neurons in the substantia nigra. This cross-section shows the basal ganglia and substantia nigra, which interact with
other structures in controlling and coordinating movement. The basal ganglia comprises three smaller structures

(‘nuclei’) made up by clusters of neurons.
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3. Slowness of movement (called bradykinesia),
particularly when initiating and executing
movement and in performing repetitive
movements, presents in a variety of ways, including
difficulty starting new movements or stopping an
ongoing movement. There is a decrease in fine
motor coordination required for ‘delicate’ work
with the hands such as when doing up buttons,
putting on make-up, shaving or slicing vegetables.
Difficulty with turning over in bed is common, as
are problems with handwriting becoming slow and
small. Because of its impact on everyday activities,
it can be one of the most disabling symptoms.

4. Postural instability, balance problems and gait
(walking) disturbances occur later in the course of
the disease. Inability to maintain a steady, upright
posture or to take a corrective action to prevent a
fall often results in just that — falling. Individuals
tend to go backwards as well, and a light shove
may cause them to continue taking many steps
backwards or to fall. Gait disturbance is apparent in
the short, shuffling steps taken by individuals and
reduced arm swing.

FIGURE 4.16 The use of balance aids often becomes
necessary late in the course of Parkinson’s disease to
assist with mobility and help prevent falls.

UNIT 1 How are behaviour and mental processes shaped?

Speech problems are a common non-motor
symptom. The muscles involved in speech may be
affected which can reduce the volume, clarity and
speed of speech. For example, speech can become
rapid, with the words crowded together, similar to the
short, shuffling, ‘propelling’ steps when walking. The
muscles involved in swallowing can also be affected,
making it difficult to chew or swallow.

Other symptoms may include pain and discomfort
in an arm or leg, tiredness and disturbed sleep,
constipation, problems urinating, and mental health
problems such as confusion, panic attacks, anxiety
disorder and depression. Problems with cognitive
function such as slowness of thinking, impaired
planning and decision making and memory loss may
occur in up to 40-50% of people with Parkinson’s
disease, especially late in the disease and in older
people (Golbe, Mark & Sage, 2014).

Due to the very slow onset of Parkinson'’s disease, it
can take a while for people to notice then realise their
reduced ability to control movement and other motor
or non-motor symptoms. For some, a slight tremor of
the hand when it is relaxed and not in use will be the
first sign that something is wrong. For others, difficulty
with walking, or falling due to disturbed balance
control, may be the first sign of the disease. The
symptoms of Parkinson’s
disease also tend to vary
in severity from day to
day and at different times
throughout the day.
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Diagnosis and treatment

The average age of diagnosis of Parkinson’s disease is
between 55 and 65 years, though it can affect anyone
at any time, including much younger people. It is
estimated that about 1 in 350 people in Australia have
the condition (Parkinson's Australia, 2015b).

Diagnosis is based on the individual’s presenting
symptoms, a neurological examination and a review
of their past medical history. There are no really
adequate or specific biological or radiological tests
available for a diagnosis that would confirm the
presence of the disorder.

At present, there is no known cure for Parkinson’s
disease. It is not contagious, lifespan is not necessarily
shortened and medication can help treat symptoms and
improve quality of life for a very long time. Because of the
complex nature of Parkinson’s disease, for each individual
its management requires a holistic, biopsychosocial
approach which takes account of all aspects of the
affected person’s life, not just their motor problems.

Motor symptoms such as tremor, muscle rigidity
and slowness of movement may be relieved by
medications that restore the deficiency of dopamine.
Two types of medications can be used — those that
can be converted into dopamine by the brain and



those that are able to effectively stimulate reception
of dopamine by the neurons.

In some cases, deep brain stimulation of the substantia
nigra within the basal ganglia may be a treatment option,
depending on the symptoms. As a result, the individual
may be able to treat the amount of medication previously
required. However, not all Parkinson’s symptoms will
necessarily respond to the stimulation.

One of the most commonly used and effective
medications is L-dopa, made from levodopa, a
chemical that is converted to dopamine by neurons.

It is relatively common for people to require high
doses of medication and therefore experience side
effects as the disease progresses and natural dopamine
production is reduced. In many cases, medication has
a maximum benefit for a period of 5-10 years. Many
patients report that some of the side effects are as
disabling as the disease itself (Parkinson’s Victoria, 2015).

FIGURE 4.17 This data logger, which looks like a
watch, has been developed by researchers at the Florey
Neuroscience Institute in Melbourne to assist with the
treatment of Parkinson’s disease. The Parkinson’s
KinetiGraph™ (PKG™) Data Logger is worn around the
wrist and records a patient’s movements over a 6-day
period while they go about their daily activities. It also
features a vibrating reminder of when the patient should
register that they have taken their levodopa medication.
This data can be downloaded so that a report can

be generated for the patient’s neurologist to review
symptoms and responsiveness to treatment.

Use of animal studies and
neuroimaging techniques to
develop understanding of
Parkinson’s disease

Researchers often use animal studies and
neuroimaging techniques to understand human
neurological disorders such as Parkinson’s disease.
The main goals of this research are to understand the
physiological changes associated with the disorder,

to prevent the disease, to slow its progression after
its onset and to develop treatments (e.g. treat the

symptoms with as few side effects as possible). In this
section we examine examples of research studies that
have used animals and/or neuroimaging techniques.

Animal studies
There have been numerous animal studies conducted
throughout the past four decades to investigate
various aspects of Parkinson’s disease. Most have used
mice, rats, rabbits and monkeys. These mammals

are substitutes for people because of obvious ethical
constraints for research with humans.

The use of animals allows researchers to investigate
Parkinson’s disease in ways which would not be
possible with humans. This includes performing
procedures on animals to induce Parkinson’s
symptoms, such as damaging the relevant dopamine-
producing brain area or dopamine pathways to the
motor cortex. Alternatively, animals may be injected
with substances for use in drugs being developed to
prevent or treat symptoms. For example, researchers
can administer chemical agents that target neurons
in the substantia nigra and induce their degeneration
so that dopamine production is restricted. They can
then use a drug under development to test whether
it can counter the effects of their experimental
manipulation (Blandini & Armentero, 2012).

It is assumed that causes and treatments of Parkinson’s
disease will be similar in both the animal species selected
for study and in humans because of similarities in brain
structures and functions. This is important so that the
animal reacts to Parkinson’s or its treatments like
humans do. For example, small mammals have been
used in studies on Parkinson’s disease because they have
dopamine in their brain and nervous system and it
functions in much the same manner as it does in people.
In particular, dopamine has been found to have a role in
their control of voluntary movements.

So, researchers find it reasonable to claim that
we can learn about Parkinson’s disease (and other
neurological disorders) in humans from the study of
the brain and behaviour in animals. The expectation
is that discoveries made in the animal studies will
provide valuable insights into the disease in humans
that may otherwise have not
been possible. Of course, care is
taken when drawing conclusions
and making generalisations from
one species to another.
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Discovery of levodopa

Some animal studies have been particularly valuable
when considered in terms of their immediate or long-
term outcomes. For example, Swedish doctor Arvid
Carlsson was awarded the Nobel Prize in Physiology or
Medicine in 2000 for his animal studies on Parkinson’s
disease. His experiments revealed that dopamine played
arole in the control of voluntary movements, and was
linked to Parkinson’s disease. His experiments also led
to the development of levodopa for treating the disorder.
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FIGURE 4.18 Swedish doctor Arvid Carlsson used animal
studies to develop levodopa, the most commonly used
medication for treating symptoms of Parkinson’s disease.

Carlsson (1957) studied rabbits to which he
administered a drug (reserpine) to decrease the level of
dopamine in their brain. He hypothesised that this would
cause loss of movement control, which is what occurred
in a very dramatic way. The rabbits became very lethargic
and their movements were significantly impaired. The
effects were very similar to the symptoms of Parkinson’s.
However, he also found that their movement could be

Electrode
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FIGURE 4.19 Animal studies led to the development of
deep brain stimulation as a surgical treatment for some
people with Parkinson’s disease. The apparatus shown
allows precise positioning of electrodes for stimulating
the substantia nigra or any other targeted brain area.
Neuroimaging is used to assist with mapping, measuring
and monitoring of electrode insertion.
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restored by injecting them with levodopa, a chemical that
is converted to dopamine by neurons.

When follow-up studies by Carlsson found that a lack
of dopamine caused Parkinson’s disease, it became
apparent that levodopa could be used as a drug to
alleviate its symptoms. These findings led other doctors
to try using levodopa on patients with Parkinson’s, and
found it alleviated some of the symptoms in the early
stages of the disease. Levodopa, also called L-dopa,
subsequently became the first treatment for Parkinson’s
disease.

Deep brain stimulation treatment

Studies with rats and monkeys led to the development
of a surgical treatment for Parkinson’s disease when
levodopa and other drugs are not effective. The
treatment is called deep brain stimulation, an invasive
procedure where a surgeon implants electrodes (tiny
wires) within the basal ganglia. The electrodes, which are
connected to a pulse generator implanted under the skin
of the chest, stimulate the target area with tiny amounts
of'electric current. The pulse generator is similar to a
heart pacemaker and about the size of a stopwatch.

Deep brain stimulation (DBS) has been found to
improve motor symptoms and reduce the need for
levodopa in over 80 000 human patients throughout
the world. However, as with any neurosurgery,
there are risks involved. In the case of DBS, these
include death, stroke, speech changes, difficulties
with decision making or infection. In addition, some
people may experience increased depression or
anxiety which may not be reversible (Frank, et al.,
2007; Parkinson’s Australia, 2015b).
wr
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Neuroimaging studies

Structural and functional neuroimaging techniques
have long been used in the study of Parkinson’s
disease. These have enhanced understanding of brain
areas and processes underlying the disease, enabled
earlier and more precise diagnosis, and supported
evaluation of existing and potential new treatments.
Neuroimaging studies are not conducted with only
human participants. Many animal studies have also
been conducted, often with monkeys.

CAT and MRI mainly provide detailed images of
degeneration in brain areas and pathways. These are
especially useful for diagnostic purposes to assess
the nature and extent of damage and to monitor
degeneration over time. Images can be taken at the
neuronal level within dopamine-producing areas
and neural pathways along which dopamine is used.
However, CAT and MRI images are static (still). They
provide useful clues about brain function but do not
actually display its activity.

Functional neuroimaging techniques such as PET
and fMRI are therefore preferred as they provide
detailed images of both brain structure and activity.
Researchers can use these techniques in very precise
ways; for example, to measure changes in the release
of dopamine at synapses within the basal ganglia
and observe the impact in dopamine pathways for
movement. Importantly, it is possible to observe
activity within various dopamine-producing and motor
areas throughout the brain at the same time.

Functional neuroimaging techniques have also
increased diagnostic accuracy and enabled earlier
diagnosis through their very detailed images at the
neuronal level. They allow more detailed monitoring
of the rate of progression of the disease, as well as the
impact of different treatments. In particular, functional
techniques have been increasingly used to study
symptoms other than the motor ones of tremor, muscle

rigidity and bradykinesia. For example, researchers have

used PET and fMRI to study changes in mental processes

among people with the disorder, such as cognitive

functioning and impairments in personality or social

behaviour (Niethammer, Feigin & Eidelberg, 2012).
There has been a rich variety of neuroimaging

studies on Parkinson’s disease. Some of the more

recent investigations have investigated and enhanced

understanding of:

e brain functionality and processes underlying
different motor symptoms e.g. areas of high
and low activity when compared with non-
Parkinson’s patients

e consequences of reduced dopamine levels on non-
motor mental processes and behaviour

e non-motor symptoms of the disease that may precede
the motor symptoms and provide evidence of onset

e activity in specific areas of the motor cortex
associated with different symptoms such as hand
tremors and rigidity

e the impact of different treatments, particularly
medications e.g. effects of various dosages and
frequency of use, how quickly levodopa impacts on
dopamine levels and usage, responsiveness to the
medication at the individual symptom level, age-
related differences in responsiveness, differences in
performance on motor tasks by patients taking and
not taking levodopa, differences between patients
who have levodopa wear off and those who don'’t

e the effects of gene therapies that may slow the
disease’s progression and avoid side effects of
existing treatments e.g. insert copies of a gene that
may minimise dopamine depletion

e new ways of compensating for the loss of neurons
e.g. implant fetal stem cells in the brains of individuals
with Parkinson’s disease to establish new, healthy
connections where dopamine may be released and
thereby minimise the symptoms or their effects.

£
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FIGURE 4.20 PET scans comparing dopamine activity in the substantia nigra of a healthy individual and a patient with
Parkinson’s disease. The radioactive tracer is seen as yellow, green and orange. Note the greater uptake of the tracer

and activity in the scan from a healthy person.
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BOX 4.6

Motor neurone disease

Motor neurone disease (MND) is a general term used to
describe a group of diseases in which motor neurons
degenerate and die. This gradually impairs the abilities
to move around, speak, breathe and swallow. With no
neurons to activate them, muscles gradually weaken and
waste (Motor Neurone Disease Australia (MNDA), 2015).

Like Parkinson’s disease, MND is degenerative —
the person’s ability to voluntarily control their muscles
gradually deteriorates after its onset. However, MND is
terminal, whereas Parkinson’s is not.

MND may be diagnosed in adults at any age but it
tends to be most common between the ages of 50 and
60. It is a much rarer disorder than Parkinson’s disease.
There are about 400 000 people worldwide with MND,
and about 1900 people in Australia. There are slightly
more men than women. About 10% of people with MND
have a family history of the disorder.

Motor neurone disease can be difficult to diagnose
because the initial symptoms can be similar to many
other conditions. The early symptoms are mild, and may
include feeling unbalanced and wobbly when standing or
stumbling due to weakness of the leg muscles, difficulty
holding objects or turning on a tap due to weakness of the
hand muscles, slurring of speech, or swallowing difficulties
due to weakness of the throat and tongue muscles.

About 50% of people with MND may experience some
change in cognitive abilities, language, behaviour and
personality, but usually change is mild. These changes are
due to impaired functioning of the frontal and temporal
lobes and are associated with MND. The functions of the
bowel and bladder are usually not affected, nor the senses
of sight, hearing, smell and touch.

Once the symptoms appear, life expectancy is generally

from two to six years, although it can occasionally be
longer. The effects of MND on each individual vary
enormously in relation to the initial symptoms, rate and
pattern of progression, and survival time after diagnosis.
There is currently no cure for MND but some
treatments can help people living with the disease to live

better for longer. Only one medication is approved for
treatment in Australia. This is called riluzole and is sold as
Rilutek™ or APO-Riluzole. Riluzole prolongs survival by
about two to three months. However, research indicates
that people who start taking riluzole early in the onset

of MND are more likely to remain in the milder stages

of the disease for longer than those not taking riluzole
(MNDA, 2015).

The famous physicist Stephen Hawking, who has
helped to bring his ideas about black holes and quantum
gravity to the general public, was first diagnosed with a
form of MND (called amyotrophic lateral sclerosis) when
he was aged 21 and was not expected to live much
longer. Now aged over 70, he spends most of his waking
life in a wheelchair and speaks through a computer
system which he operates with his cheek. However,
he works as the director of research at the Centre for
Theoretical Cosmology at Cambridge University in
England and continues to generate new theories.

Stephen Hawking has lived with a form of MND since
he was aged 21, which is most unusual.

LEARNING ACTIVITY 4.8

Review questions

1 Explain what Parkinson’s disease (PD) is with reference

to key motor and non-motor symptoms.

2 Give two examples of how PD may impact on
psychological and social functioning.

3 Why can PD be described as (a) a neurological
disorder, (b) a neurodegenerative disorder and
(c) an idiopathic disorder?

4 Explain how a low level of dopamine is believed to
impair motor activity.

5 Beriefly describe two possible treatments for PD,
outlining how they work and several potentially
significant side effects of each treatment.

6 List three outcomes from animal and/or neuroimaging
studies that have led to benefits for people with PD.

LEARNING ACTIVITY 4.9

Reflection

Consider some of the findings of animal studies on Parkinson’s disease. Comment on whether animal studies on the

disorder are justifiable.
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LEARNING ACTIVITY 4.10

Media response eGuide

View this short video on 5 daily exercises to boost your brain power. Weblink

1 Comment on whether these types of exercise can actually ‘boost brain power’. Video on five daily

2 Which one or more of the exercises would change the brain through plasticity? Explain exercises to boost your
your answers. brainpower 1m 54s
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CHAPTER 4 TEST

SECTION A — Multiple-choice questions

Choose the response that is correct or that best answers the question.

A correct answer scores 1, an incorrect answer scores 0.
Marks will not be deducted for incorrect answers.

No marks will be given if more than one answer is completed for any question.

Question 1

Which of the following statements about brain growth and
development is correct?

A. All human brains are identical.

B. Experience cannot change the brain’s neuronal
organisation.

C. Infancy and adolescence are periods of rapid
development and changes in brain structure and
function.

D. Sensory and motor areas in the cerebral cortex develop
and mature before hindbrain areas.

Question 2

Brain size is about 90-95% adult size by the age of about
A. 1 month.

B. 6 months.

C. 6 years.
D. 25 years.

Question 3

Synaptogenesis

A. is an acquired brain injury.
B. starts before birth.

C. starts after birth.
D. ‘fine tunes’ neural connections.

Question 4

When neural connections are repeatedly used, then it is
likely that they will

A. strengthen.
B. weaken.

C. be pruned.
D. disappear.

Question 5
Two bursts of brain myelination occur

shortly before and shortly after birth.
shortly after birth and during adolescence.
shortly before and shortly after adolescence.
during adolescence and shortly before
adulthood.

TPOFEP
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Question 6

The last brain area to reach maturity tends to be the
A. motor cortex.

B. sensory cortex.

C. cerebral cortex.

D. prefrontal cortex.

Question 7

The case study of Phineas Gage demonstrates the effects of
brain injury to the cortex in the lobe.

A. frontal

B. parietal

C. temporal

D. occipital

Question 8

Spatial neglect is most commonly associated with damage in
the lobe.

A. frontal

B. occipital

C. temporal

D. parietal

Question 9

Motor symptoms of Parkinson’s disease result from

A. depleted amounts of dopamine in the motor cortex.
B. loss of dopamine as it travels along motor pathways.
C. over-production of dopamine in the basal ganglia.

D. depleted amounts of dopamine in the substantia nigra.

Question 10

Parkinson’s disease is best described as a
A. central nervous system

B. somatic nervous system

C. cognitive

D. terminal

disorder.

Question 11

A synapse is

a neural connection.

a type of neurotransmitter.

the place where neurons communicate.

the part of the neuron where small extensions
(branches) grow.

TPoFEP



Question 12 Question 14

The process of eliminating synaptic connections is called A brain injury due to neural degeneration
A. synaptic pruning. A. has gradual onset.

B. dendritic sprouting. B. is a traumatic brain injury.

C. adaptive plasticity. C. has sudden onset.

D. dendritic growth. D. is not classified as acquired.
Question 13 Question 15

When a brain area assumes or ‘takes over’ the function of an  Brain maturation is generally complete by the end of

adjacent damaged brain area, this is best described as A. infancy.

A. synaptic pruning. B. childhood.

B. dendritic sprouting. C. adolescence.

C. adaptive plasticity. D. early adulthood.
D.

dendritic growth.

SECTION B — Short-answer questions

Answer all questions in the spaces provided. Write using black or blue pen.

Question 1 (1 mark)
Explain the meaning of neurodegenerative in relation to brain injury.

Question 2 (2 marks)

Explain the difference between a brain injury and a head injury.

Question 3 (1 mark)

Describe a potential biological, psychological or social change that may be caused by a severe brain injury to the
prefrontal cortex.

Question 4 (2 marks)

One characteristic of the general pattern of brain growth and development is bottom to top growth; that is, the hindbrain
develops first, then the midbrain then the forebrain. What are two other characteristics?
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Question 5 (4 marks)

Name and describe two processes other than genes and maturation that contribute to growth in brain size soon after birth.

Question 6 (1 mark)
Describe a potential benefit of studying changes in patients with cerebral cortex damage.

Question 7 (2 marks)

Explain why an immature or under-developed prefrontal cortex in adolescence is believed to contribute to a higher incidence
of poor decision making and impulsive behaviour during that period compared with other periods in development.

Question 8 (4 marks)
(a) Explain the meaning of adaptive plasticity in relationship to the brain. 1 mark

(b) When during the lifespan is adaptive plasticity more likely to assist recovery from brain injury? 1 mark

(¢) Explain your answer to (b) above. 1 mark

(d) Give an example of a naturally occurring neural mechanism that assists recovery from brain injury
through adaptive plasticity. 1 mark

Question 9 (1 mark)
Give an example of a type of study on Parkinson’s disease that may be conducted using a neuroimaging technique.
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Question 10 (2 marks)

(a) What is an assumption underlying animal studies on Parkinson’s disease? 1 mark

(b) Give an example of a research finding from animal studies that improved understanding or treatment of
Parkinson’s disease. 1 mark

eBook

The answers to the multiple-choice questions are in the answer section at the back of
this book and in eBookPLUS.

The answers to the short-answer questions are in eBookPLUS.
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Consider some of the things you do almost daily.
You tell the time, make plans, send a text message,
go to an online site, buy something, use your
imagination, interact with friends, acquaintances
and others, wonder about what you might do in the
evening, set an alarm and decide when to go to
bed. All of these involve psychological, or ‘mental’,
processes. When you were born, you were unable to
do any of these. So how did you acquire the
knowledge and skills to engage in these activities
and the many others of which you are capable?
When did you develop these abilities? What role do
biological processes such as your genetic make-up
play in enabling you to engage in these types of
activities? What role do environmental factors play;
for example, the influence of your family, friends,
culture and society in general?

There are things about each of us that are like
all other people, there are things about each of us
that are like some others, and there are also things
about us that are unique to each one of us, and
like no others. What psychological characteristics
do we share with others and what characteristics
are unique to each one of us? What aspects of who
we are remain the same
for all of our lives and
what aspects change?
What influences our
development in lasting
rather than temporary
ways? These are some
of the many questions
considered in the
study of psychological
development across the
lifespan.

In this chapter
we consider normal
processes of psychological
development and
functioning, focusing on
aspects of psychological
development, particularly
cognitive, emotional and
personality development.

FIGURE 5.1 Development involves change and
takes place throughout the entire lifespan.

DEFINING DEVELOPMENT

Psychologists generally use the term development to
refer to changes that occur over time. Many who study
development focus on lifespan development — from birth
through to and including old age. Many changes also
occur during the nine months the fetus is developing

in the uterus. However, psychologists focus mainly on
development after birth. That doesn’t mean that in utero
experiences do not affect development. For example,

a pregnant female who regularly drinks alcohol or is
highly stressed for a considerable part of her pregnancy
can adversely affect the development of her fetus, both
in utero and subsequently after birth.

Psychologists who study lifespan development aim
to understand, describe, explain and predict the many
ways in which our thoughts, feelings and behaviour
change throughout our lives. A change must be
relatively permanent or ‘lasting’ to be considered a
developmental change. For example, a short-term loss
of memory as a result of a sporting injury, or an
improvement in mood after receiving good news are
not considered to be developmental changes. Both of
these are changes, but they are only temporary and
therefore not developmental changes.
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In psychology, the study of lifespan development
covers both relatively permanent changes which are
common to all individuals, as well as changes which
differ between individuals. Knowing the kinds of
changes that might be expected at different times
assists understanding of what is ‘normal’ (or ‘typical’),
what is ‘not normal’ (or ‘atypical’) and consequently
whether professional assistance should be sought.

Psychologists also use the results from their research
on human development to suggest how desirable changes
can be best achieved and how undesirable changes can be
avoided or overcome. For example, research studies with
older people have found that keeping mentally active
through regular reading and doing crossword puzzles,
Sudoku puzzles and the like, can help maintain mental
alertness. Undertaking a variety of novel (new), mentally
challenging activities (and coupling with physical
exercise) may also help reduce age-related decline in
brain function, and possibly even delay the onset of
Alzheimer’s disease and other forms of dementia.

Although it is defined quite simply, human
development is extremely complex. It involves many
different aspects and is influenced by many different
variables throughout the lifespan.

LEARNING ACTIVITY 5.1

Review questions

1 Define development as it is used in psychology.

2 Explain the meaning of developmental change
compared to other types of change.

3 For each of the following individuals, state whether
the thought, feeling or behaviour would be
considered a developmental change (D) or would not
be considered a developmental change (ND). Give a
reason for each answer.
¢ An eight-month-old infant cries whenever her
mother leaves the room.

¢ A six-year-old boy has learned to play chess.

e A 50-year-old person cannot remember anything
while anaesthetised during surgery.

e A 10-year-old girl now feels confident
about sleeping away from home without
becoming homesick.

e A70-year-old woman has learned how to use Skype.
e A 28-year-old male believes he is ready to move
out of his family home and live independently

away from his parents.

4 Give an example of a change you have experienced
which would be considered a developmental change
and a change that you have experienced which
would not be considered a developmental change.

FIGURE 5.2 Human development is influenced by simultaneously
occurring changes in physical, cognitive, social and emotional
characteristics. Social, cognitive and emotional development are

referred to collectively as psychological development.

UNIT 1 How are behaviour and mental processes shaped?

AREAS OF DEVELOPMENT

Many different kinds of developmental change
occur throughout the human lifespan. Generally,
psychologists classify changes which take place in
terms of four main areas: physical, social, cognitive
and emotional.

Physical development involves changes in the body
and its various systems, such as development of the
brain and its nervous system, bones and muscles,
motor skills, and the hormonal changes of puberty
and menopause.

Social development involves changes in an
individual’s relationships with other people and their
skills in interacting with others, such as the ability to
form and maintain close relationships with others in a
group situation.

Cognitive development involves changes in an
individual’s mental abilities, such as reasoning,
problem solving, decision making, perception,
learning, memory and use of languages.

Emotional development involves changes in how
an individual experiences different feelings and
how these feelings are expressed, interpreted and
dealt with; for example, the way in which anger
is expressed by a two-year-old, compared with a
16-year-old or an 80-year-old person.

Many of the changes associated with physical
development, such as growth (height and weight),
movement (crawling and walking) and changes
in physical appearance (such as pimples and
body hair), can be directly observed. In contrast,
changes associated with social, cognitive and
emotional development involve mental processes
that occur within the individual and are therefore
not directly observable or measurable. Consequently
social, cognitive and emotional development
tend to be referred to collectively as psychological
development.

Social
development

Physical
development




INTERACTION OF DIFFERENT
AREAS OF DEVELOPMENT

VCE Psychology focuses on psychological
development. However, physical development
and psychological development do not occur
independently of each other. How you think or feel
can influence your physiological state in both subtle
and more obvious ways. For example, consider people
with the eating disorder anorexia nervosa, who may
control their diet in dangerous ways because of the
thoughts and feelings they have about their body
image. The consequences of behaviours resulting
from how they think and feel about body image can
potentially have a harmful impact on their physical
wellbeing, both in the short term and long term.

There are also times when your physical condition
influences your thoughts and feelings, including how
you think and feel about other people. For example,
when you are feeling tired or stressed you may ‘snap’
at a friend or at a teacher in response to criticism,
something you wouldn't do at a time when you were
not feeling tired or stressed. Consider also cases
involving people with physical disabilities and how
having a disability may affect one’s thoughts, feelings
and social behaviour in lasting ways.

These examples highlight the complexity of
human development, particularly psychological
development. Although the different areas of

Stages of lifespan development

Psychologists specialising in the study of human
development often divide the lifespan into age-based
stages. This is mainly for the purposes of study, research or
to describe age-related changes. Commonly used names of
stages and estimates of their approximate time frames are:

infancy — birth to two years

childhood — two years to 10 years
adolescence — 10 years to 20 years
early adulthood — 20 years to 40 years
middle age — 40 years to 65 years
older age — 65 years and beyond.

The age range for each stage provides only a very general
idea of when each stage begins and when it ends. Each
stage should not be considered as starting and ending
precisely at the age shown. For example, a person doesn’t
suddenly move into early adulthood on their 20th birthday.
Individuals differ in terms of the age at which they move from
one stage of development into the next. An individual’s stage
of development will also depend on the age-classification
system used by the psychologist. For example, some
psychologists define adolescence as ending in the mid-20s.
While describing human lifespan stages in terms of labels
and age ranges can assist understanding of when in the
lifespan particular changes tend to occur, some psychologists
consider the age-related stages of limited relevance. They

development are interdependent and many changes
occur simultaneously, psychologists often focus on
specific areas and/or stages of development for research
purposes. Similarly, textbooks such as this one usually
present different areas and stages of development
separately. This is intended to help simplify the study of
how and why individuals change. However, you need to
keep in mind that, in reality, divisions between different
areas and stages of development are not so clear cut and
that you are studying aspects of a whole person.

FIGURE 5.3 Inferences about underlying psychological
processes are made from observable behaviour. What
can be assumed about the cognitions or emotions
being experienced by each child in this photo?

believe that individuals differ too much in their psychological
development and that categorising psychological
development into age-related stages does not reflect this.

In learning about the
various changes that occur in
each stage of the lifespan, it
is important to keep in mind
that the changes identified
for each stage apply to
many individuals, but not
all. In addition, the kinds of
changes that occur in each
stage can vary considerably
in different cultures and
sub-cultures.

FIGURE 5.4 Adolescence is not
viewed as a distinct lifespan stage
in all cultures. For example, in
some Aboriginal cultures, a child is
considered to become an adult as
soon as puberty is reached and a
series of initiation rituals has been
performed.

CHAPTER 5 The complexity of psychological development
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HOW PSYCHOLOGICAL
DEVELOPMENT PROCEEDS

Psychological development is a life-long process,
which begins at birth and continues through
infancy, childhood, adolescence and adulthood into
old age until death. People don’t stop developing in
any specific area just because they reach a certain
age or are ‘very old. While many developmental
changes and processes tend to peak in childhood
and again during puberty, this does not mean that
changes in one area or stage of development are
more or less important than those in any other area
or stage.

There are a number of different theories about the way
in which psychological development proceeds as we grow
older. It is generally agreed that it occurs in an orderly
way in different areas simultaneously and at different
rates within each individual. There remain, however,

differing views on whether development is a continuous
or discontinuous process.

Continuous versus discontinuous
development

Think about your own psychological development for
a moment. Did you gradually become the person you
are, like the slow, continuous growth of a seedling into
an enormous gum tree? Or did you experience sudden,
distinct changes in developing into the person you
are today, in the same way a caterpillar changes into a
butterfly (Santrock, 1992)?

Some psychologists view development as involving
gradual and ongoing change without sudden
shifts. For example, abilities in the earlier stages of
development provide the basis of those required for
the next stages. This means that we simply get better
or increase in ability with age.

However, continuous change involving increasing
ability does not necessarily continue throughout
the entire lifespan. Development of one or more
psychological characteristics may occur on a
shorter time scale. Intelligence (as measured by an
intelligence test) is an example. Generally, as children
grow older they become more intelligent and this
tends to level off during adolescence.

FIGURE 5.5 Is development a slow, continuous process or are there sudden and distinct changes?
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Some aspects of development can also involve
decreasing ability. They get worse as we grow older,
not better. For example, at around six months of age,
young infants can quite easily distinguish between
very slight variations in non-native speech sounds —
those sounds that are not a natural part of their first
language. As a result of their experience with their
native language, and particularly after they start to
utter meaningful words at around one year of age,
infants gradually lose their ability to tell the
difference between speech sounds that are
not used within their native language (Slater,
Johnson and Muir, 2011). Despite these variations,
continuous development can be generally
represented as a single, smooth line, as shown in
figure 5.6(a).

Other psychologists view development as a
discontinuous process. Psychologists who support
this view believe that development involves distinct
and separate, step-like stages, with different kinds
of abilities occurring in each stage. According to this
view, the development of certain abilities in each
stage, such as specific ways of thinking, feeling or
socially interacting have identifiable start and end
points. Although some types of thinking, feeling
or behaving may seem to appear suddenly, it is
likely that these have been developing gradually for
some time.

Infancy Adulthood Infancy

FIGURE 5.6 Some psychologists describe development as continuous (a), whereas
others describe development as discontinuous, involving distinct and separate

stages (b).

Sequential nature of development

Psychological development occurs in an orderly
sequence rather than in a haphazard way. There may be
bursts and spurts in development or even loss of a very
specific ability, but the overall pattern is one of an orderly
sequence under normal circumstances. Sequences of
development usually begin with simple thoughts, feelings
or behaviours and progress to more complex ones.

An overall, orderly sequence of change is
observable in many areas of psychological
development, such as in the use of language (from
gurgling and squealing through uttering individual
words to using sentences) and in the development of
social play (from playing alone to playing alongside
other children to playing cooperatively in a group).
Although it is possible (but unusual) to skip a step in
the development of a particular ability, development
generally follows a particular order. For example, a
person will usually be able to count before they can
add numbers.

Quantitative and qualitative
changes

Psychologists often describe developmental changes
in both quantitative and qualitative terms. Quantitative
changes are variations in the quantity, or ‘amount’ of a
thought, feeling or behaviour. These changes are usually
expressed as numbers. For example, the number of
words spoken in relation to age is a quantitative change,
as is the increase in the
amount of knowledge
children acquire about
the world around them as
they develop.

Qualitative changes
are those that vary in
‘quality’, ‘kind’ or ‘type’.
They are changes that
make the individual
different from the way
they were before. For
example, at four years
of age you probably had
very little understanding
about concepts such as
justice’ and ‘honesty’,
whereas you now
understand and can
probably accurately
describe these concepts.
Unlike quantitative
changes, qualitative
changes are more
difficult to describe
precisely and are usually
described in words rather
than in numbers.

Adulthood
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Individual differences in
development

Although there are similarities among people in
patterns of changes experienced in different areas
of psychological development, no two individuals
develop at exactly the same rate or in exactly the
same way. There are many differences between
individuals in their development. Some individuals
develop more slowly or more quickly than others —
in some, most, or all areas of development.

There are also many differences within individuals
in their development. For example, an individual
may be very shy as a child and adolescent, only to
suddenly become confident and outgoing during early
adulthood or middle age. Similarly, an individual may
have relatively well-developed cognitive abilities, but
experience difficulties in expressing emotions verbally
and in interacting socially with others.

Change in different areas occurs at its own pace
within an individual. Each person has a unique
genetic make-up and set of life experiences which
interact continuously, shaping their particular course
of development throughout their lifespan.

FIGURE 5.7 No two individuals develop at exactly the
same rate or in exactly the same way at any time in the
lifespan, even if they are identical twins.

LEARNING ACTIVITY 5.2

Review questions

1 (a) Name and describe three main areas of psychological
development and give an example of a developmental
change that occurs within each area.

(b) In which of the three areas of development would
the collection of psychological characteristics
called ‘personality’ be categorised, or should
it have its own category? What about moral
development which involves change over time in
our understanding of right and wrong?

(c) Suggest another aspect of psychological development
like those in (b) above which raise questions about
their classification in one of the three areas.

2 What is meant by the view that ‘developmental changes
occur simultaneously in different areas’? Explain with
reference to an example different from that used in the text.

3 In what way do continuous and discontinuous views of
development differ?

4 Give an example, other than one used in the text, which
illustrates the ‘sequential nature of development’.

5 Complete the following table. In the left column write
a list of developmental changes you have experienced

that could be described as quantitative. In the right
column write a list of developmental changes you
have experienced that could be described as
qualitative. Your first entries in each column could be
the examples given in the text.

Quantitative changes

Qualitative changes

eBook
Explain the meaning of individual
differences in development ‘within
the individual’ as compared to
‘between individuals’.

Outline a potential benefit and a potential limitation

of organising and describing the development of
human psychological characteristics in terms of
age-related changes.

Suggest an explanation of why psychological
development is often described as ‘extremely complex’.

Word copy of table

LEARNING ACTIVITY 5.3

Visual presentation showing the
complexity of psychological development
Use an original example presented as a diagram(s), photo(s)
or some other visual medium to demonstrate the role of
each of following concepts in psychological development:

interaction between development in different areas
continuous vs discontinuous development
sequential nature of development

qualitative and quantitative changes

individual differences in development.

UNIT 1 How are behaviour and mental processes shaped?



LEARNING ACTIVITY 5.4

Data analysis on individual differences in
development

The following table contains data on the development of
two individuals. These data show ages at which various
developmental milestones were identified by the parents
of each child.

Milestone Annabelle

First social smile 4 months 2 months

First word 8 months 10 months
First cried in response 9 months 11 months

to mother being

out of sight

First counted 18 months 22 months
First sang a song 2 yrs 2 yrs 2 months
Played interactively with = 3 yrs 10 months = 3 yrs 4 months
another child

Read independently 4 yrs 6 months 5 yrs 6 months

Answer the following questions with reference

to the data.

1 (a) Which developmental milestones did Annabelle
reach first?

(b) Which developmental milestones did Habib
reach first?

2 What do the data indicate about the variations in
psychological development between individuals?

3 (a) Categorise the data into the three areas of psychological
development — cognitive, social and emotional, or use
one or more other categories of your own.

(b) Compare the data of the two children. What conclusions
might be drawn when comparing each child in terms of
cognitive, social and emotional development (or any
other category you may have used)?

4 What are some possible
explanations of differences in
terms of socio-cultural factors?

5 Would it be accurate to explain
the differences in terms of
sex? Give a reason to explain
your answer.

Practical activity

— variations in
development within
individuals

INTERACTION OF HEREDITARY
AND ENVIRONMENTAL FACTORS
IN SHAPING PSYCHOLOGICAL
DEVELOPMENT

Human psychological development is a complex
process that is subject to many different influences
throughout the entire lifespan. Generally, the various
factors influencing development of our psychological
characteristics can be classified into one of two broad
areas — heredity (nature) and environment (nurture).

FIGURE 5.8 When one of the millions of sperm that surround the
ovum penetrate it, conception occurs.

Heredity involves the transmission of characteristics
from biological parents to their offspring via genes
at the time of conception. At conception, the male’s
sperm cell fertilises the female’s egg cell (ovum).
Both the sperm and ovum contain structures called
chromosomes which carry the genes from each
parent. During fertilisation, the sperm and ovum
combine to form a new cell (zygote) with a unique
combination of genes (see box 5.2 on page 185).

It is well established that the genes we inherit from
our parents influence many aspects of our physical
development; for example, our blood type, eye and
hair colour, body shape and the likelihood
of developing certain physical illnesses
or disorders. Our genes also influence
less obvious aspects of our physical
development, such as the rate at which
our brain and nervous system will grow
and mature, the course of their growth
and maturation, our brain’s chemistry and
functioning, and when certain hormones
will be produced, such as those that
trigger the onset of puberty.

Given the important roles our brain,
nervous system and hormones play in
our thoughts, feelings and behaviour, it
is evident that our genes also influence
our psychological development. For
example, it is clear that psychological
characteristics such as intelligence and
personality have a genetic component and
are therefore influenced to some extent
by heredity.

CHAPTER 5 The complexity of psychological development
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As with physical illnesses and disorders, genes
are also believed to influence the onset of some
psychological (or mental) disorders. For example,
schizophrenia, depression and use of certain
types of drugs have all been linked to changes in
brain chemistry and brain functioning. And, brain
chemistry and brain functioning are genetically
determined in a significant way. This suggests that
these disorders probably have a genetic component.
However, this does not mean, for example, that a
child born to a parent with schizophrenia will inherit
schizophrenia. Rather, research evidence suggests
that having a biological parent with schizophrenia
will increase the likelihood of developing this
disorder, compared with someone who does not have
a biological parent with schizophrenia (Gottesman,
1991; Plomin et al., 1998).

Environmental factors also play an important
role in shaping psychological development. In
psychology, the term environment is used to refer
to all the experiences, objects and events to which
we are exposed throughout our entire lifetime.
Environmental factors that influence psychological
development include whether you have brothers
and sisters, how you are brought up, your
friendship groups, schooling, occupation, income
level, whether you have a partner, your religion,
ethnic origins, what you are exposed to in the
media, whether you experience a major stressful
life event, serious illnesses, and other personal
and sociocultural factors. The influence of some
of these factors is less obvious or significant than
others, but all can impact both individually and
collectively on the kind of person we become and
the psychological changes we experience during our
lifetime.

Nature versus nurture

Many of the early psychologists believed in either
the hereditary (nature) or the environmental
(nurture) view of development. Those who adopted
the biological perspective believed that heredity
primarily determined our psychological development.
Some even believed that, like physical development,
every aspect of our psychological development was
determined by our genes. They believed individuals,
for example, inherited their social skills, musical
ability, personality and intelligence. Although

some acknowledged that environmental factors
could influence development of psychological
characteristics, essentially who we become was
considered to be locked in’ by our genes at the time
of conception.

Another group of psychologists believed that
heredity had little to do with the development of
psychological characteristics. These psychologists
adopted a strict behaviourist perspective. They
believed that the environment in which an

UNIT 1 How are behaviour and mental processes shaped?

individual is raised and lives, which includes all
their experiences, was primarily responsible for
determining what they would become. These
behaviourists almost totally ignored the influence of
genes in development. Their basic assumption was
that the mind of a newborn is totally empty and the
development of all thoughts, feelings and behaviour
could be explained in terms of a person’s learning
throughout their life. Any differences between
people were seen to be the result of differing
environmental experiences. Most behaviourists
believed that, given the ‘right’ environment,
anything was possible; for example, someone with
the abilities of Wolfgang Mozart, Usain Bolt or any of
the Nobel Prize winners referred to throughout this
text could be produced, irrespective of their genetic
make-up.

For many years psychologists debated whether it
was heredity or environment that determined how
we developed. This became known as the nature
(heredity) versus nurture (environment) debate.

Over time, research evidence has consistently

shown it is neither one nor the other that is solely
responsible for shaping development — both
hereditary and environmental factors interact to shape
human development.

Psychologists now consider the nature versus
nurture debate to be resolved. They focus on trying to
understand how hereditary and environmental factors
combine or interact in influencing our thoughts,
feelings and behaviour. Through their research,
psychologists and other scientists also try to establish
how much heredity and environment each contribute
to the development of particular psychological
characteristics.

Psychologists are in general agreement that our
individual development begins with the genetic
instructions we inherit at conception and that these
instructions provide the building blocks, or ‘blueprint’,
for the development of our psychological (and
physical) characteristics. The environment interacts
with our inherited potential to determine how the
genetic plan unfolds.

Genes do not directly activate any mental
process or behaviour. Instead, they consist of
DNA that contains the relevant information. The
expression of this information will be influenced by
numerous factors, especially environmental factors
(OECD, 2007).

Almost every experience a person has in their
life has the potential to impact in some way on
their psychological development. However, some
environmental factors exert a greater influence
at some stages of the lifespan than in others.

The experiences that may influence one person’s
development may also have little or no impact on
another person’s development. For example, a person
who has genes that may contribute to the onset



of depression (called a ‘genetic predisposition for
depression’) may not actually develop depression
until they experience a stressful life event, such

as the loss of a loved one. Similarly, a person who
loses a loved one and does not have a genetic
predisposition for depression is less likely to develop
depression (Kendler et al., 1995).

These examples also illustrate the fact that
environmental experience can affect whether or
not genes become active and are expressed. There
is a considerable amount of research evidence that
environmental experience can and does influence the
expression of our genes. These research findings have
emerged from the field of epigenetics.

Epigenetics is the study of factors other than
genetic ones that control how and when each gene is
expressed. Epigenetic factors do not change the DNA
or pre-programmed instructions in genes, but they
influence how our genes express the traits we inherit
from our biological parents.

Psychologists are particularly interested in
differences in gene expression that are related to
environmental factors. These types of epigenetic
changes can last for a lifetime and their effects can
have significant effects on how the genes work.
Changes in gene expression can result from a wide
range of experiences, including chronic stress,
traumatic events, drugs, culture, and disease (Kolb &
Whishaw, 2014).

Some psychologists have also suggested that
a person’s genes can influence the kind of
environmental experiences they have. For example,
a genetic predisposition towards antisocial behaviour
may lead an adolescent to seek the company of
others who engage in antisocial behaviour, in turn,
encouraging further antisocial behaviour (Burton,
Westen & Kowalski, 2012).

As yet, the technology available to researchers is
not able to detect exactly how much of a particular
psychological characteristic or behaviour may be
attributable to either heredity or environment. Nor
do psychologists know the specific environmental
factors required to interact with genes to produce a
particular psychological characteristic or behaviour
(Plomin et al., 1998).

However, they do know that what was the nature
versus nurture debate is now the nature and nurture
debate which considers the extent of the contribution
of both nature and nurture to development.

Both are essential to all aspects of psychological
development. We are all active players in the process
of psychological development, starting at birth. As
infants, for example, we are not passive recipients

of the environment, like a blank sheet of paper on
which the environment writes. All the abilities and
potentials with which we are born will influence our
environmental experience which may then modify
our development in significant ways.

FIGURE 5.9 Most behaviourists believed that, irrespective of genes and given the right environment, anyone could
develop the creative ability of Wolfgang Mozart or the speed of Usain Bolt, the fastest runner in the world.
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Mini documentary
on nature vs nurture
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Comment on whether nature or nurture has been more influential in shaping your development.
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Role of maturation in
development

Genes also play an important role in shaping the course
of development through a process known as maturation.
Maturation is a developmental process which is
automatic and internally programmed. Maturation refers
to the orderly and sequential developmental changes
which occur in the nervous system and other bodily
structures controlled by our genes.

This suggests that the development of all
individuals follows the same process or pattern,
unless there is significant interference from
environmental factors. That is, we all go through
predetermined, maturationally dependent phases.

For example, in language development, the ability

to ‘talk’ starts with sounds that are unrecognisable

as meaningful words. We then develop the ability to
say individual words, then the ability to string two

or three words together into a phrase such as ‘I want
biscuit. By about two years of age we are usually

able to construct short sentences and by
three years of age we can construct and use
grammatically correct sentences.

It is only when an individual is maturationally ready
that the thought, feeling or action can occur.

The principle of readiness is used by Victorian
educational authorities in determining the age at
which it is appropriate for children to start formal
schooling. In the past, parents could enrol their
child at school after they had turned four years of
age — the age at which they were believed to be
maturationally ready to learn in a classroom situation.
However, on the basis of psychological research
evidence on the maturational readiness of children to
learn in a school environment, children must now be
five years of age or older by 30 April of the year they
start school (or at least four years and nine months of
age or older when they begin Prep).

In summary, while there are undoubtedly
individual variations as to when each developmental
‘milestone’ occurs, the order in which these
milestones occur seems connected to the process of
maturation.

CLOSE TO HOME jOHN MePHERSON

In order to speak using sentences,
the relevant areas of our brain must
be maturationally ready, or developed
sufficiently to process sounds and enable
us to understand words. In addition, the
muscles in our mouth, particularly the
tongue and lips, must also be sufficiently
developed so that we can move and
coordinate them in the manner required to
form and speak words.

Many developmental changes are affected
by maturation. For example, most children
sit before they stand, draw shapes before
recognisable objects and count before they
can apply a mathematical formula. Similarly,
puberty occurs for most people between
10-14 years of age and most people peak in their
physical strength in late adolescence or early
adulthood, then begin to decline in middle age.

Principle of readiness

An individual’s physical development lays
the foundation for the onset of many aspects
of psychological development. This reflects
the principle of readiness, that maturation
creates the readiness which determines the
onset of particular mental processes and
behaviours.
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The principle of readiness states that
unless the necessary bodily structures and
processes are sufficiently mature, be they
muscles, bones, the brain, nerves, neurons
or neurotransmitters then no amount of practice will
produce the particular mental process or behaviour.

UNIT 1 How are behaviour and mental processes shaped?

“Stan, will you knock it off!

He will walk when he's ready to walk!”

FIGURE 5.10



Process of genetic inheritance

The inheritance of genetic information begins at
conception. When conception takes place, the ovum
(egg cell) from the mother and the sperm from the
father unite to form a zygote. Each ovum and sperm cell
contains structures called chromosomes (figure 5.11).
The zygote receives chromosomes

from both the mother and the father.
Chromosomes come in 23 pairs (making

a total of 46). One of each pair of
chromosomes comes from the mother via
the ovum and one of each pair comes from
the father via the sperm cell.

A chromosome is a threadlike structure
found in the nucleus of almost every cell
in the body. Each chromosome consists
of a string of smaller structures called
genes. The genes contain the instructions
for the development of characteristics.
Genes are the basic unit of heredity.
Genes also normally come in pairs —
one gene of each pair comes from the
ovum chromosome and the other from the
sperm chromosome. Thus, an individual
receives only half of each parent’s total
genes and which genes an individual
receives from each parent is a matter
of chance.

Genes provide the ‘blueprint’ or
‘plan’ for our development. For some
characteristics, only one pair of genes

determines it, as in the ability to roll your tongue.
However, for most characteristics, a number of pairs of
genes work together. Psychological characteristics such
as personality, musical ability and abilities associated
with intelligence are believed to be influenced by the
interaction of many gene pairs.

FIGURE 5.11 Humans have 23 pairs of chromosomes. Males
and females differ only on the 23rd chromosome pair, with males
having an X and Y chromosome (shown) and females having two
matching X chromosomes.

Nucleus Chromosome Gene
(the inner area of a cell where (threadlike structure made (segment of DNA; determines our
chromosomes and genes largely of DNA) individual biological development)
are located)
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DNA

Cell (a spiralling, complex molecule

(the basic structural unit of a living thing) containing genes)

FIGURE 5.12 The nucleus of each of the trillions of cells in your body contains 46 chromosomes. Each chromosome
contains a coiled chain of the molecule called DNA. Genes are segments of DNA which contain a code that directs
the production of proteins — the building blocks of development.
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Human Genome Project

The Human Genome Project (HGP) began in 1990. Its
aim was to identify and develop a complete ‘map’ and
understanding of all the human genes. Our combination
of genes is known as our genome. Completed in April
2003, the HGP gave humans the ability, for the first time,
to read nature’s complete genetic blueprint for building
a human being (National Human Genome Research
Institute, 2015).

Researchers from various countries throughout the
world collected blood and sperm samples from large
numbers of donors. Female donors contributed only
blood samples, whereas male donors contributed either
sperm or both sperm and blood samples. Every cell in
the body (including neurons and glial cells) contains a
complete set of our genetic information.

By collating data from these samples, researchers
have been able to determine that humans have about
20500 genes, the same number as mice! They have also
identified which chromosome ' - ' u
and specifically where on the e
chromosome particular genes T U
are located, creating a ‘genetic e -

One of the benefits of the HGP is that it has
enabled researchers to develop more than
2000 genetic tests that enable us to find out whether
we are at risk of developing a particular disorder that
is influenced by one or more specific genes. Knowing
in advance that there is a risk of developing a disorder
enables health care professionals to research specific
strategies that may delay its onset; for example, by
managing diet or providing early medical intervention
(NHGRI, 2015)

In April 2013 Barack Obama, who was then the
American president, announced the BRAIN Initiative
(Brain Research through Advancing Innovative
Neurotechnologies, also called the Brain Activity Map
Project). It is based on the Human Genome Project and
has the goal of mapping the activity of every neuron in
the human brain to enable understanding of the function
of all the brain’s neural networks.
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map’. The function of many, but i
not all, genes has also been
identified. For example, more is
now known about specific genes
which may be involved in the
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various mental disorders.
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instructions for the development i : e LB L gt
and function of a human being. — ' . - . . . ;
Although each human being has

a unique combination of genes,

the data published from the - -
findings of the HGP does not - r -
represent an exact map of each b
individual’s genetic make-up.
Rather, it provides an overall
picture of the genetic map of the
human species.

FIGURE 5.13 A genome map featuring some of the DNA details for two of
the human chromosomes (numbers 19 and 20)

LEARNING ACTIVITY 5.6

Review questions

1 Define heredity and environment as used in psychology.

2 Briefly explain, with reference to an example, how
hereditary and environmental factors can influence
psychological development.

3 What is the main focus of contemporary psychologists
interested in the role that heredity and environment play
in shaping psychological development?

4 (a) What is maturation?

(b) Give examples of two different psychological
abilities which are influenced by maturation in their

development. Explain why maturation is relevant in
each of your examples.

(c) What is meant by the term principle of readiness in

relation to maturation?

Explain with reference to the principle of

readiness why some students may have difficulty

understanding an algebra formula in year 7 but may

understand the same formula in year 10.

(e) What advice about maturation would you give to
Stan who is shown in figure 5.10 on page 1847 Will
experience help the child to walk earlier? Why?

(d)

UNIT 1 How are behaviour and mental processes shaped?



LEARNING ACTIVITY 5.7

Reflection

Do humans actively shape their own environments

and contribute to their own development, or are they
passively shaped by forces beyond their control? What
do you think? Briefly explain your answer.

LEARNING ACTIVITY 5.8

Identifying the influence of heredity
and environment on psychological
development

Construct a table with two columns, one with the
heading ‘Heredity’ and the other with the heading
‘Environment’. In each column, list several psychological
characteristics which you think are more likely to be
influenced by either heredity or environment.

Discuss your list with other class members. What
amendments did you make to your answers on the
basis of your discussion?

SENSITIVE AND CRITICAL
PERIODS IN PSYCHOLOGICAL
DEVELOPMENT

Many psychologists believe that there are particular
times during development when environmental
factors are more likely to have a greater impact on
psychological development, either negatively or
positively. Some also distinguish between sensitive
periods and critical periods.

Sensitive periods

A sensitive period is a period of time during development
when an individual is more responsive (‘sensitive’) to
certain types of environmental experiences or learning.
Outside this period of time, the same environmental
influences need to be stronger to produce the same
positive or negative effects.

Sensitive periods occur frequently during pre-natal
development before birth when the individual is
going through rapidly occurring changes in physical
growth and development. Some psychologists have
also identified sensitive periods in psychological
development during the post-natal period when
developmental changes are not as rapid.

Sensitive periods are sometimes described as
‘windows of opportunity for learning’ because they
are the optimal, or best possible, times for the
relevant learning to occur. For example, certain
skills and knowledge, such as those of oral language
acquisition, are believed to be more easily acquired
during a sensitive period. If these skills and
knowledge are not acquired during the sensitive
period, they may be acquired at a later time, but it

will usually take more time, be more difficult and the
learning may not be as successful.

Generally, the sensitive period for learning to speak
our native language is up to the age of about 12 years,
with the window gradually closing from about age
seven. At birth, however, it seems that we are ready to
learn to speak the language of whichever culture we
happen to be born into. For instance, we are able to
distinguish almost all the differences in sounds that are
expressed in the various languages used throughout the
world. By the age of about one, this ability to perceive
differences in language sounds is refined. We become
more sensitive to the differences relevant to our
language environment and less sensitive to differences
important in other languages. Although we can learn to
speak a second language at any time after childhood, if
acquisition occurs before the ages of five to seven years,
our competence will be like that of a native speaker.

Sensitive periods indicate that brain development
goes through specific periods during which some
synaptic connections are most easily made and some
neural pathways are most easily formed, assuming
there is exposure to the appropriate environmental
stimulus. The rapid increase in the number of
synapses during synaptogenesis early in development
may reflect the brain preparing itself to respond to
certain types of experiences as if it is getting ready for
the learning of ‘experiences’ that are ‘expected’ during
a sensitive period.

Generally, sensitive periods tend to last for relatively
short periods of time for physical characteristics
and longer periods for psychological characteristics.

A significant positive or negative environmental
influence which occurs during a sensitive period

can have long-lasting effects on the individual’s
development. This does not mean, however, that if
disruption to development occurs during a sensitive
period, any damage will necessarily be permanent and
can never be made up (Kolb & Whishaw, 2014; OECD,
2007; Slater, Johnson & Muir, 2011).

FIGURE 5.14 The sensitive period for learning to speak
our native language is up to the age of about 12 years,
with the window gradually closing from about age seven.
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Critical periods

A critical period is a specific period in development
during which an organism is most vulnerable to the
deprivation or absence of certain environmental
stimuli or experiences. Critical periods have
identifiable start and end times, thereby tending to
begin and end suddenly, rather than gradually (if at
all) as do sensitive periods.

For example, a brain injury or being deprived of
a particular kind of environmental input at specific
times after birth can significantly impact on the
development of an underlying neural pathway and
this becomes increasingly more difficult to correct
later in life. Experiments with animals raised from
birth have demonstrated this. If, for a certain time
after birth, one eye of a cat, monkey or human is
kept closed or does not function properly because of
some abnormality such as a cataract, that eye will
be forever blind. The changes responsible for this
loss of visual function occur in the visual cortex. In
cats, monkeys and humans, the visual cortex fails to
develop normally if one eye is kept closed
after birth.

However, the critical period after birth
during which closing one eye can produce
permanent visual problems varies between
species. In cats and monkeys, the critical
period extends to about 6 months of age.
Over this period, the effect of closing
one eye (by stitching it closed) becomes
progressively less. Closing it for the
first two months after birth produces a
much greater visual impairment than
closing it for the fifth or sixth months.

In humans, the critical period seems to
last for about the first six years of life.
Keeping one eye closed for only a few
weeks in the critical period is believed to
produce a measurable visual impairment
(Thompson, 2000).

Imprinting is the best known example
of a critical period in development.

For example, a newly hatched mallard
duckling will attach to (‘imprint on’)

and follow the first noisy moving object
encountered after birth. Under natural
conditions, this ‘object’ is the duckling’s mother.
Once it begins following the moving noisy object,
it generally will not follow anything else but that
object. After about 10 minutes of following the
object, the duckling will have formed an ongoing
attachment to it.

Imprinting behaviour was first identified by
Austrian zoologist Konrad Lorenz (1937), who
described imprinting as a form of learning. Lorenz
demonstrated that the young birds would also follow
him everywhere if he was the first noisy moving
object they observed.
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Other researchers subsequently identified a
critical period during which imprinting can occur.
For example, American psychologist Eckhard Hess
(1972) found that if a mallard duckling is too young
or too old, imprinting will not take place. But if a
duckling between 13 and 16 hours old follows a
moving object, then imprinting will occur. Thus,
the critical period for imprinting in a mallard
duckling is the three-hour period when the bird is
between 13 hours and 16 hours old. After this time,
imprinting is difficult to achieve. This may reflect a
decline in the plasticity of the duckling’s brain after
16 hours of age.

It is debatable whether any behaviour comparable
to imprinting occurs among people, although
human infants in all cultures do form attachments
to mothers and other caregivers through prolonged
experience with them following birth. However,
psychologists have yet to identify any specific critical
period for any human mental process or behaviour
(OECD, 2007).

FIGURE 5.15 These young ducklings imprinted on Konrad Lorenz
and followed him everywhere. There is a critical period soon after
birth during which this attachment behaviour will occur under
natural conditions.

LEARNING ACTIVITY 5.9

Reflection

Some parents are keen to advance or ‘hurry’ their
infants through the development sequence at a faster
pace than would normally occur to give them a ‘head
start’ in their schooling. They try to ensure their child will
be ready for school but may even be more advanced
than other children and maintain that advantage through
their school years. Comment on this strategy with
reference to psychological development concepts.




BOX 5.4

Case studies of Genie and Isabelle
provide insights into a sensitive period
for learning language

For many years, psychologists debated the existence of a
sensitive period for learning language — whether our brain is
especially sensitive to learning to speak our native language
during a specific period in time. Generally, psychologists
who believe that a sensitive period for oral language exists,
propose that the sensitive period is between infancy and
puberty. They argue that if the language speaking skills and
knowledge are not acquired during this sensitive period, the
individual will be unable to catch up completely at a later
stage, no matter how much help they get.

How can psychologists test whether a sensitive period
exists? One way would be to place infants in solitary
confinement until adolescence and then expose them
to language for the first time. Of course, it would be
unethical (and illegal) to do this. A way around this is to
study the cases of infants and young children who have
been abandoned or isolated by their parents and have
therefore been deprived of opportunities to learn to speak
their native language until they were rescued, sometimes
after many years of solitude. One of the best-known case
studies involved a child known as ‘Genie’.

In 1970, authorities discovered 13-year-old Genie whose
parents had locked her in a tiny room from the age of
20 months. During each day she was usually tied to a chair.
At night she was confined to a sleeping bag that was like a
straitjacket. Her abusive father rarely spoke to her except
for occasional screaming or to ‘bark’ at her because he
considered her to be ‘no more than a dog’. Her mother, a
physically abused wife who lived in terror of her husband,
barely cared for Genie. She had as little interaction with her
as possible, sometimes uttering only a word or two. There
was no television or radio in the home. If Genie made the
slightest sound, her father hit her with a large piece of wood.

Psychologists reported that Genie hardly seemed
human when she was found. She did not know how to
chew or stand up straight and she was not toilet trained.
She drooled uncontrollably and often spat on anything
that was nearby, including herself and other people.
When she was first tested by psychologists, the only
sounds she could make were high-pitched whimpers.
She understood only a few words, probably learned
shortly after she was discovered.

Genie was initially placed in a hospital rehabilitation
clinic and then a foster home. Throughout this period,
psychologists worked intensively with Genie and she
made rapid progress. Genie developed physically and
learned some basic rules of social behaviour. Gradually,
she began to understand words and use short sentences
such as ‘Genie go’, ‘No more eat soup’ and ‘Another
house have dog’. However, Genie’s use of language
continues to remain abnormal after many years. She can
say many words and put them together into sentences,
but she still has problems with pronunciation and can’t
form sophisticated sentences as most adults her age can
(Curtis, 1977; Wade & Tavris, 1990).

Evidence from case studies of children such as Genie
indicates that there may be a sensitive period in oral

language learning. If the child misses the opportunity to
learn language during that time, it seems that learning to
speak one’s native language is much more difficult.

FIGURE 5.16 This picture was drawn by Genie,
who lived in isolation and was mistreated for many
years. It shows one of Genie’s favourite pastimes —
listening to psychologist Susan Curtis play classical
music on the piano. Genie’s drawings were used
with other case study information to describe and
explain her psychological and social development.

Comparison with a case study of another isolated child
provides additional evidence. ‘Isabelle’ was hidden away
by her mother and given only enough care to stay alive.

Her mother, who was deaf, is believed to have never
spoken to her. At the age of six, Isabelle was discovered

by other adults and brought into a ‘normal’ environment.
When Isabelle was found, she could not utter any words.
Assessments by a psychologist indicated that her cognitive
development was below that of a normal two-year-old.

But within a year Isabelle had learned to speak many
words, her tested intelligence was normal for her age and
she started attending a normal school. Thus, Isabelle at
seven years, with one year of intensive language practice,
spoke about as well as other children in her grade at
school, all of whom had about seven years of practice
(Gleitman, Fridlund & Reisberg, 2004). Compared with
Genie, Isabelle had been given the opportunity to learn to
speak her native language during the sensitive period.

Psychologlsts_ believe thgt after eBook
age 12, developing fluency in
speaking one’s native language is Weblinks
difficult to achieve. Acquisition of the | ® BBC documentary
oral language skills and knowledge on Genie 53m 6s
usually takes more time, is more * Extract from BBC
difficult and the language learning documentary on
is often not as successful. Genie 3m 21s
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TWIN STUDIES AND
ADOPTION STUDIES

Investigating the relative influences of heredity
and environment on some aspect of psychological
development is challenging because of the need to
strictly control genetic or environmental variables of
research interest to measure their effects over time.
For instance, it is impossible to isolate an individual
from all environmental influences to investigate
the influence of genes on a specific psychological
characteristic. Even keeping a person locked in
a bare room without any outside human contact,
despite being unethical and illegal, still provides
a type of environment. For example, if a newborn
infant were placed in isolation for an extended
period of time and seemed to be withdrawn when
they were later assessed, would this indicate that
being withdrawn is genetically determined or could
it be the result of the unstimulating environment?
There are, however, ways of overcoming such
difficulties so that valid and reliable research data
can be obtained. In an attempt to understand the
relative influences of heredity and environment,
psychologists have access to a number of different
research methods to assist in their investigations.
Two methods involve studying similarities and
differences between people who share and do not
share genes and environments. These research
methods are commonly called twin studies and
adoption studies.

Twin studies

Twin studies involve research using identical and/or
non-identical twins as participants. The two types
of twins result from different biological processes.
Monozygotic (or identical) twins are formed when
a single (‘mono’) fertilised egg splits into two in
the first couple of days after conception (when a
zygote). These twins share 100% of their genes
since they developed from the same sperm and
egg combination. Studies of monozygotic twins
can provide valuable information to psychologists
because any differences which later develop
between them can be attributed to differences in
their upbringing and experiences — that is, their
environment.

Dizygotic (or fraternal) twins develop when the
female produces two separate ova (eggs) which are
independently fertilised by two different sperm cells.
They can be the same or opposite sex and are not
genetically identical. They share 50% of their genes
and their genetic similarities are comparable to other
brothers and sisters.

If a characteristic is mainly influenced by
heredity, monozygotic twins are likely to be similar
in that characteristic. However, if a characteristic
is influenced more by the environment, then

UNIT 1 How are behaviour and mental processes shaped?

monozygotic twins could show significant differences
in that characteristic.

Twin studies have most commonly been used to
conduct research on the development of personality
and intelligence as these psychological characteristics
can be easily measured using personality or
intelligence tests. For example, in five research
studies across different countries, 24 000 pairs of
identical twins were compared on two personality
traits believed to be present to some extent in all
people — extroversion (outgoingness) and neuroticism
(emotional instability). The combined data showed
that identical twins living in the same family
environment were more alike on these characteristics
than were fraternal twins living in the same family
environment. This led researchers to conclude that
heredity played a significant role in the development
of these broad, psychological characteristics
(Loehlin, 1992).

"nﬁk

Weblinks

e Video on twin
studies 4m 12s

e Tutorial on twin
studies and
adoption studies

FIGURE 5.17 (a) Monozygotic twins
have an identical genetic make-up.
(b) Dizygotic (fraternal) twins are no
more alike than siblings in genetic
make-up and appearance.



Through studying twins, psychologists have
been able to gain a better understanding of which
psychological characteristics are more likely to
be influenced by environmental factors. In one
American longitudinal (‘long term’) study of
400 pairs of twins (both monozygotic and dizygotic)
in America, researchers studied the development
of intelligence of twins from birth to the early
school years, periodically taking measurements of
intelligence (to obtain IQ scores). From the outset,
the monozygotic twins were very similar to one
another in intelligence and, by the time they began
school, each of the monozygotic twins showed
almost identical strengths and weaknesses in their
mental abilities. Fraternal twins were also similar
to one another, but significantly less than identical
twins (McGue et al., 1993). This study, and others
with similiar findings, suggest that intelligence
is, at least, partly determined by heredity. It also
seems that monozygotic twins who share similar
environments as well as their identical genetic

structure achieve similar scores on intelligence tests.

While twin studies seem to provide a sound basis
for judging the differences between the influences of
heredity and environment on development, there are
a number of issues to consider before accepting these
findings without question. Identical twins are often
viewed by parents, and sometimes by themselves, as
being a ‘unit’ and they are often treated in a similar
manner. Identical twins may also be more inclined
to do things together than fraternal twins. Thus, to
say that any differences between identical twins are
definitely the result of hereditary factors is risky, as

Adoption studies
Biological Adoptive
parents parents
G E
Mz

Child shares genes (G) with biological parents, environment (E)
with adoptive parents. Genetic effects are evident if child
behaves like the biological parents, and vice versa.

FIGURE 5.18

identical twins may often be exposed to the same
environmental factors. Some of their similarities,
therefore, could also be attributed to environmental
factors.

Adoption studies

Psychologists also use information from research
with children who have been adopted, and
therefore have no genetic similarity to their adopted
parents, to learn about the influence of heredity
and environment on psychological development.

By examining the similarities and differences of
adopted children and their adopted and biological
parents, psychologists can gain an insight into the
relative influences of heredity and environment on
a range of psychological characteristics. Similarities
between children and their adoptive parents would
suggest environmental influence is greater, whereas
similarities between adopted children and their
biological parents would indicate inherited influence
is greater.

Studies of adopted children have provided
considerable support for the view that inheritance
plays a significant role in an individual’s
intelligence. They show that the scores on
intelligence tests achieved by adopted children
are much more similar to the IQ scores of their
biological parents than with those of their adopted
parents even though their adoptive parents had
raised them since birth. Because the children did not
spend time living with their biological parents, the
most likely explanation for the similarity in
IQ scores involves heredity (Santrock, 1992).

Twin studies

Biological
parents

Biological
parents

G+E G+E G+E G+E

MZ Mz Dz Dz

Dizygotic/fraternal (DZ) twins share 50% of their genes, while
monozygotic/identical (MZ) twins share 100% of their genes. Comparing
MZ and DZ twins will provide evidence for the effect of genes.
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IQ scores and genetic relatedness in
shared and non-shared environments

Psychologists usually study the role of inheritance in human
intelligence (as measured by 1Q) by examining the IQ scores

of people who are biologically related to one another in
varying degrees. Figure 5.19 shows different kinds of
relationships between people, with a number known as

a correlation coefficient next to each kind of relationship.
These numbers have been derived from the results of over
100 correlational studies — a non-experimental research
method used to investigate the type and strength of the
relationship between two or more variables (see box 2.1,
pages 44-5). Unlike experimental research, there is no
attempt to manipulate any variable. The researcher simply

assesses the relationship between the variables of interest.

It is evident in figure 5.19 that there is a very high

correlation (0.86) between identical twins reared together

and their 1Q scores. This means that in the case of
identical twins who are as closely related as anyone can
be in terms of their genetic inheritance and who also
have a largely shared environment, it can be concluded
that if one such twin has a high 1Q score then the other

twin is likely to have a high 1Q score too. Similarly, if one

of these twins has a low 1Q score then the other is also
likely to have a low 1Q score.

Note that some correlations in figure 5.19 are not as
high and therefore as strong as all others. For example,
cousins, who are the least genetically related family
members, have a very low correlation of 0.15. Note too

that as the genetic relatedness of people becomes more

remote, the strength of the correlation between genetic
relatedness and IQ score decreases. This suggests that

Identical twins reared together

Identical twins reared apart

Fraternal twins reared together

Relationship between people

Adoptive parent and child, lived together

Adoptive siblings, reared together

Cousins reared apart

FIGURE 5.19 Correlations of
IQ scores and genetic relatedness
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Siblings reared together

Siblings reared apart

Biological parent and child, lived together

Biological parent and child, lived apart

the more closely related two people are in terms of their
genetic inheritance, then the more alike their IQ scores
will be. Such data provide strong evidence for the role
of heredity as an important factor which influences
intelligence (as measured by an 1Q test).

Importantly, these data also provide evidence for
the role of the environment, such as where and how
the children are raised. This is evident in the different
correlations for identical twins reared together (0.86)
and identical twins reared apart (0.72). It seems that
this difference could be due to the role of environmental
factors, such as where they are reared.

Many other research studies have established that the
environment in which we are raised has a very significant
effect on intelligence. For example, there is little doubt
that formal education such as schooling impacts on
intellectual development and IQ scores. Generally, the
longer a child remains in school, the higher their IQ
will be (Gazzaniga & Heatherton, 2006; Neisser, 1998;
Plomin & Spinath, 2004).

It is impossible to completely separate the effects
of heredity and environment on intelligence, since
they interact constantly from the time of conception
throughout the entire lifespan. Psychologists believe
that variations in intelligence can be attributed to both
hereditary and environmental factors, but which has the
greater influence is very difficult to judge.

There is general agreement that inherited genes
probably set the upper and lower limits of an individual’s
intellectual capabilities and environmental factors play a
significant role in determining whether an individual will
reach their genetically determined potential.

|
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BOX 5.6

Experimental research on the development
of self-recognition and emotions

Experiments are commonly used to study psychological
development. For example, the following experiment

was designed to investigate the relationship between the
ability of infants to recognise themselves and their ability
to experience certain emotions (Lewis et al., 1989).
Hypothesis

Infants who recognise themselves as having blush on their
nose when looking in a mirror will show the emotions of
embarrassment or fear by looking away (embarrassment)

or through certain facial expressions and vocalisations
(indicating fear), whereas infants who are unable to recognise
themselves as having blush on their nose when looking in the
mirror will not show these emotions.

Participants

Twenty-seven infants in three age groups:

9-12 months (average 10.5 months)

15-18 months (average 17 months)

21-24 months (average 22.5 months)

Conditions of the experiment

All infants were in a laboratory setting with their mothers.

They all experienced three conditions.

Condition 1. The infant, seated in a high chair, was
approached by a female stranger who
walked slowly toward the infant, touched the
baby’s hand, turned and left the room.

Condition 2. The infant’s mother placed the child in front
of a one-way mirror.

LEARNING ACTIVITY 5.10 LEARNING ACTIVITY 5.11

Review questions

1 In what way is the timing of experience relevant to
psychological development?

2 Distinguish between sensitive periods and critical
periods in psychological development with reference
to two key points.

3 What is a possible relationship between sensitive/
critical periods and brain development in infancy and
childhood?

4 (a) Why is it important that infants and children are

frequently exposed to speech?

(b) If a child has not acquired their native language
by a certain age, is it possible that the child will
never master the language? Explain your answer.

5 What is imprinting and what does it involve?

6 (a) Explain how twin and adoption studies have been
used to study the genetic and environmental
influences on personality and intelligence.

(b) What have these studies found?

(c) Explain how you could use twin and adoption
studies to investigate the influence of heredity
and environment on the development of
aggression.

Condition 3. The infant’s mother applied a dab of
nonscented blush on the infant’s nose while
pretending to wipe the infant’s face. The
infant was again placed in front of the mirror.

Variables

The infant’s facial expressions were videotaped through

the one-way mirror and coded. Observers measured the

following behaviours:
self-recognition — defined as nose touching
fear/wariness/crying — defined by certain
predetermined facial expressions and vocalisations
embarrassment — defined as smiling followed by the
infant looking away and moving their hands to touch
their hair, clothing, face, or other body parts.

Results

Tweny-three out of 27 infants showed a wary face when
approached by the stranger. No infants showed a wary
face when placed in front of the mirror. Ten infants
touched their noses when they saw the dab of red blush.
Older infants were significantly more likely to touch their
noses than younger infants. Eight of the 10 who showed
self-recognition also showed signs of embarrassment.
Infants who did not show self-recognition did not show
embarrassment.

Conclusions

Wariness was the typical response to a stranger,
not fear. Furthermore, wariness did not require self-
recognition. However, embarrassment did require
self-recognition.

Analysis of research on self-recognition
and emotions

Read the summary of the experiment on the
development of self-recognition and associated
emotional responses in box 5.6. Analyse the research
and its results and conclusions by answering the
following questions.
1 Write a possible aim for the experiment.
2 |dentify the IV(s) and DV(s) of the experiment.
3 Suggest a reason to explain why infants of different
ages were used as participants.
4 Which infants were in the experimental
group and which infants were in the control
group?
5 What do the results suggest about self-recognition
and emotions?
6 Could these conclusions be generalised to
(@) the population
(b) all infants? Explain your answer.
7 One of the emotions the infants were expected to
show was fear. What ethical considerations might
this raise?
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ATTACHMENT AND EMOTIONAL
DEVELOPMENT

Attachment is a relationship between two people in
which each person feels strongly about the other.

In infancy, attachment refers to the emotional bond
which forms between an infant and another person.

Infants form attachments with those people most
deeply involved with them, usually the main caregivers
such as the mother and father. Many infants develop
strong attachments to both parents. However, it is not
uncommon to have a strong attachment to the mother
but not the father, or vice versa. Infants are also capable
of developing different and separate attachments with
other people who have significant involvement in their
lives, for example, an older sibling, a grandparent or
childcare worker in a daycare centre.

Generally, infants under 6 months of age do not
fully recognise their caregivers on an individual basis
from visual cues alone. In the same way that they
smile indiscriminately, they happily accept comfort
from anyone who provides it to their satisfaction.
Although from about two months of age they may
show negative reactions when their main caregiver
departs or turns their attention elsewhere, nearly
anyone who provides the desired comfort or attention
will quickly be accepted as a substitute.

FIGURE 5.20 Infants are capable of developing
different and separate attachments with a range of
people who have significant involvement in their
lives; for example, an older sibling or grandparent.
Attachment is observed in all cultures.
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Between about six and eight months of age there is
usually a dramatic departure from the earlier pattern of
accepting comfort from just about anyone. This period
marks the development of a special attachment to the
main caregiver who is usually the mother. Infants are
likely to cry and cling when their main caregiver leaves
and to react with aversion to anyone else who tries to
comfort them. At this stage infants are in the process
of developing their first meaningful attachment to
another person. The attachment will be specific for this
person, or stronger for that person than for others.

There is considerable research evidence that the
attachment(s) formed during infancy, particularly in
the first 12 months of life, influences the individual’s
emotional development, both in the short term and into
adulthood. For example, early attachment is linked to
the development of trust and security, whereas absence
can result in anxiety and inner turmoil. Individual
differences in emotional sophistication between children
of the same age have also been linked to the type of
attachment relationship the child forms. Some children
are very skilled in reading and analysing emotions,
while others are somewhat slower in grasping the basics
of emotional understanding. Similarly, some children
will be more emotionally resilient than others and can
therefore more easily adjust to and recover from events
that cause upset or anxiety. These early differences can
persist throughout the lifespan (Meins, 2011).

Ainsworth and the Strange

Situation procedure

American psychologist Mary Ainsworth (1913-1999)
is one of the best-known researchers and theorists
on attachment. Ainsworth and her colleagues

(1978) devised a method for assessing attachment

in a laboratory setting that has since been used by
many other researchers. They used the term Strange
Situation to describe their procedure.

eGuide

Weblinks
Video series on
Ainsworth’s research

FIGURE 5.21 American psychologist Mary Ainsworth,
circa 1985 (1913-1999). (Photo: Dr Patricia M. Crittenden)



The Strange Situation is a standardised test for The Strange Situation continues to be used in

measuring the attachment relationship a child has child development research. It has further enhanced
with their parent. It is typically conducted during understanding of attachment and has highlighted
infancy between 9-18 months of age. The infant more than just attachment types. For example, its

and caregiver are taken into an unfamiliar room use has identified the patterns of attachment-related
containing some age appropriate toys. Then the infant behaviour called stranger anxiety and separation

is exposed to a series of separations and reunions anxiety. Stranger anxiety refers to an infant’s wariness
involving the caregiver, the infant and a stranger. or cautiousness when a stranger such as an unfamiliar
Typically, the room is equipped with a one-way adult is present. Separation anxiety is indicated by an
mirror, and the entire procedure is video recorded for  infant’s distress when they are separated from their
later scoring. main caregiver.

An example of the sequence of separations
and reunions is shown in table 5.1. The infant’s
behaviour in each episode is observed and recorded,;
for example, the infant’s willingness to play with
the stranger, their behaviour when left alone in the
room and their reactions to the caregiver leaving and
returning.

Ainsworth conducted many research studies on
attachment using the Strange Situation procedure.
She found that infants show attachment through
behaviour that promotes closeness or contact with the
person to whom they are attached. These behaviours
included crying to attract the caregiver’s attention,
crying when held by someone other than the
caregiver and stopping when taken by the caregiver,
clinging physically to the caregiver, particularly in the
presence of a stranger, looking at the caregiver when
separated but in sight and lifting arms to be picked up
by the caregiver. She also identified different types of
attachment.

eBook eGuide

Weblink Weblink A th infantan i .
Video showing infant Video on Strange Situation FIGURE 5f22 . mo; er,. ranuan S it I &
responses in the Strange research 7m 27s Strange Situation experimental setting

Situation 5m 24s

TABLE 5.1 The stages of the Strange Situation test

: » : People in Attachment behaviour
Stage ' Time frame Episode the room observed

1 30 seconds = Experimenter leaves caregiver and caregiver, infant,
infant to play experimenter
2 3 minutes Caregiver sits while infant plays caregiver, infant Use of caregiver as secure base
3 3 minutes Stranger enters and talks to caregiver stranger, Stranger anxiety
caregiver, infant
4 3 minutes Caregiver leaves; stranger lets infant play, stranger, infant Separation anxiety
offers comfort if needed
5 3 minutes Caregiver returns, greets infant, offers comfort caregiver, infant Reactions to caregiver’s return
if needed; stranger leaves
6 3 minutes Caregiver leaves infant Separation anxiety
7 3 minutes Stranger enters and offers comfort stranger, infant Stranger anxiety; ability to be
comforted by stranger
8 3 minutes Caregiver returns, greets infant, offers comfort,  caregiver, infant, Reactions to caregiver’s return
lets infant return to play experimenter

Source: Adapted from Ainsworth, M.D.S., Blehar, M.C., & Walters, E. (1978). Patterns of attachment: A psychological study of the Strange Situation. Hillsdale,
New Jersey: Lawrence Erlbaum.
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Types of attachment

According to Ainsworth (1982), infants can form
different types of attachment with their caregivers.
These can vary in terms of how strong the
connection is and the kind of connection. The
strength of each attachment also depends to a
large extent on how sensitive and responsive the
caregiver(s) is to the infant’s needs. The infant’s
responsiveness is also a factor in the type of
attachment that is formed.

Following extensive research on attachment types,
Ainsworth and her colleagues (1978) proposed that
there are two main categories of attachment — secure
and insecure attachment. Ainsworth further separated
insecure attachment into two types — resistant
attachment and avoidant attachment. Consequently,
when Ainsworth described attachment types, she
generally described them in terms of three types —
secure attachment, insecure resistant attachment and
insecure avoidant attachment.

Secure attachment
An infant who has formed a secure attachment shows a
balance between dependence and exploration. The infant
uses the caregiver as a ‘home’, or safe base from which to
venture out and explore an unfamiliar environment, but
shows some distress and decreases exploration when the
caregiver departs. When the caregiver returns, the infant
is enthusiastic and seeks physical contact with them.
Securely attached infants feel safe and are able to
depend on their caregivers. The infant’s moderate
distress at their caregiver's departure suggests that
they feel confident that the caregiver will return.
About 65% of one-year-olds are securely attached.

Insecure avoidant attachment

The infant does not seek closeness or contact with the
caregiver and treats them much like a stranger. The

infant rarely cries when the caregiver leaves the room
and ignores the caregiver upon their return. Research
findings suggest that this attachment type may be the
result of neglectful or abusive caregivers. About 20%
of one-year-olds are in this category.

Insecure resistant attachment

The infant appears anxious even when their caregiver
is near. They become very upset when separated from
the caregiver. When the caregiver returns, the infant
approaches them, cries to be picked up, then squirms
or fights to get free, as though it is not sure about
what it really wants.

This attachment type is thought to result from
caregivers who are not very responsive to their infant’s
needs. It is assumed the infant feels they cannot depend
on their caregiver to be available to them if needed.
About 12% of one-year-olds are in this category.

Ainsworth (1982) found that the patterns of
behaviour associated with each type of attachment
tend not to change over time unless there are
significant changes in life circumstances for either
the caregiver or the infant. However, she believed the
nature of the attachment may change if the caregiver
substantially changes the way in which they interact
with the infant, particularly the way in which they
respond to the infant’s expressed needs.

The different attachment types have been linked to
different outcomes in the short term and long term.

For example, research findings suggest that adults who
formed secure attachments as infants tend to have good
self-esteem, seek social support when they need it,
have trusting, lasting relationships and are comfortable
sharing feelings with their friends and partners.

Those who have had insecure early attachment may
experience anxiety, inner turmoil, lack trust in others
and are reluctant to form close relationships with others
(Bachman & Zakahi, 2000).

Is attachment target nearby,
attentive, responsive and approving?

Yes

\

Infant feels secure,
loved and confident.

Y

Infant is uncertain
and anxious.

Y

Infant is distant and
protective of itself.

Y

Insecure resistant attachment

Secure attachment
Infant is playful, curious, sociable
and explores.

Infant constantly checks caregiver’s
whereabouts, calling, pleading, tries to
re-establish contact, clings, then

Insecure avoidant attachment
Infant maintains distance and
avoids close contact with others.

resists contact.

FIGURE 5.23 Attachment types and behaviours
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Factors influencing attachment

What factors govern the development and emergence
of attachment? Among those that have been proposed
are a genetic predisposition to form an attachment, the
infant’s temperament and the infant’s experiences early
in life.

Genetics

The concept of attachment was first proposed by
British psychiatrist John Bowlby (1907-1990). Bowlby
(1969) argued that all infants have an inborn, ‘primary
drive’ to form an attachment with a caregiver. He
considered the infant-caregiver bond to be important
in two ways.

First, the bond forms the foundation for healthy
emotional development later in life. Second, the bond
has an ‘evolutionary’ function, which, according to
Bowlby, improves the infant’s chances of survival. A
close emotional connection with a caregiver keeps
the infant and caregiver physically close, thereby
increasing the helpless and dependent infant’s
chances of survival. For example, when the infant is
physically close, the caregiver can keep a watchful
eye on their safety and intervene if danger threatens
(Bowlby, 1988).

Bowlby suggested that infants use genetically
inherited abilities such as crying, smiling, gazing,
vocalising and clinging to get near to their main
caregiver, or to get their caregiver’s attention.
These behaviours bring about attachment responses
from the main caregiver who has a biological
need to be near to and to protect their infant.

For example, the main caregiver responds to the
infant’s ‘attachment signals’ by caring for it with
nurturing behaviours such as feeding, touching and
cuddling.

Bowlby maintained that attachment develops in a
fixed, age-related sequence and that the consistency
with which infants progressed through the different
phases provided evidence of the biological and
evolutionary basis of attachment (see table 5.2).

Bowlby also proposed that mothers are the best
caregivers for infants. He believed ‘nature’ intended
the mother to be the primary caregiver; that is,
females are genetically programmed to be the best
and therefore the main caregiver.

Many psychologists also believe that infants
may have a preference to form an attachment to
the mother, but this is not necessarily a natural,
biologically programmed tendency. Infants tend
to develop an attachment to the mother because
the mother is usually the person who takes on the
role of main caregiver. However, research findings
indicate that even when the mother is the person
who performs the routine tasks of looking after the
infant and spends more time with it than anyone else,
she will not automatically be the infant’s attachment
target.

Neither is there widespread agreement among
psychologists that humans have a biological, pre-
programmed need to form an attachment or that the

infant’s genes influence the quality of the attachment.

A more widely held view is that humans may inherit
a capability to form an attachment, but the type and
quality of the attachment is influenced by a complex
interaction of many different factors; for example, the
respective characteristics of the infant and caregiver
and the quality of the interaction which takes place
between them.

FIGURE 5.24 British psychiatrist John Bowlby (1969)
argued that all infants have an inborn, ‘primary drive’ to
form an attachment with a caregiver and that mothers
are the best caregivers.

TABLE 5.2 Bowlby’s phases of attachment

. Approximate |
age of onset
Infant characteristics

Little differentiation

in social responses

(e.g. smiling, crying,

vocalisations) to familiar

and unfamiliar people.

Accept comfort from

anyone who provides it to

their satisfaction

Starting to recognise
caregivers but does not
usually show attachment
responses upon separation
Protest or anxiety at

being separated from

their caregivers and
become wary of strangers.
May cry or cling when
caregiver moves away

and react negatively to
anyone else who tries to
provide comfort

Increased independence
and recognition that their
caregivers have goals and
plans that sometimes make
separation necessary

. and duration :
0-2 months

1. Pre-attachment

2. Laying 2-7 months
foundations of

attachment

8 months -
2 years

3. Clear-cut
attachment

4. Goal-directed
partnership

2+ years
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Temperament
An attachment relationship is two-way. Both
individuals involved in the relationship play an active
role in establishing the bond. The caregiver plays an
important part in the emergence of attachment, but
the type of attachment formed also depends to some
extent on the infant’s behavioural characteristics.
There is considerable research evidence that infants
differ at birth in their basic response tendencies.
Some will cry a lot, others will be placid, some will
be active, some less so, and so on. These types of
behaviours have been associated with temperament.

Temperament has been defined and measured in
various ways by different psychologists who have
studied it. Most definitions refer to temperament as our
characteristic way of reacting to people, objects and
events. For example, temperament may be considered
as the ‘style’ with which we behave and includes such
characteristics as the speed and intensity of emotional
reaction when frustrated or uncomfortable, whether we
are easy-going, calm and readily adapt, or very fussy,
irritable and slow to adapt. Many psychologists believe
our temperament provides the foundations of
personality development or at least significantly
influences its development (Thomas & Chess, 2009).

Temperament is also widely regarded as having some
degree of genetic basis. Differences in temperament are
found in infants across all cultures and tend to persist
throughout childhood and into later years. For example,
some newborns typically display positive moods, are
non-irritable, relaxed and adapt easily to new routines,
food, people and situations. Others are more intense,
irritable, fussy and less adaptable.

One of the early and
best-known research studies
on infant temperament
classified infants as having
one of three temperaments:
e easy: even tempered,

usually content or happy,

and open and adaptable to
new experiences such as
the approach of a stranger

or their first taste of a

mashed vegetable. They

have regular feeding and
sleeping habits, and they
usually tolerate frustration

(e.g. being retrained)

and discomfort (e.g.

dirty nappy).

e difficult: these infants

their routine and are slow to adapt to new people

or situations. They cry often and loudly, and are

inclined to throw a tantrum when frustrated or
uncomfortable.

e slow-to-warm up: these infants tend to be more
inactive than active, somewhat moody and only
moderately regular in their daily habits. Like
difficult infants, they are slow to adapt to new
people and situations, but they tend to respond
mildly, rather than in an intense, negative way.
For example, they may resist a cuddle by looking
away from the cuddler rather than by screaming.
They eventually adjust, showing a quiet interest
in new foods, people, or places. (Thomas, Chess &
Birch, 1970).

Researchers have also found that an infant’s
temperament can influence a caregiver’s responsiveness
to the infant and the appropriateness of their response.
In turn, these can impact on the infant and influence the
growth and quality of an affectionate bond. For example,
the main caregiver of an infant who is usually cheerful,
relaxed, adaptable and has a regular pattern of ‘eating,
eliminating and sleeping’ will find it easier to identify the
infant’s needs and respond appropriately than would the
caregiver for an infant who is moody, tense, fussy and
has irregular habits (Bukato, 2008; Charlesworth, 2014;
Sigelman & Rider, 2012).

It is also possible that a caregiver’s attitudes to an
infant will be influenced by the infant’s temperament.
For example, a caregiver may develop and show less
affection for an infant with a ‘difficult’ temperament
than they would for an infant with an ‘easy’
temperament.

are active, irritable, and eGuide !
irregular in their daily Weblink

feeding and sleeping Video of two

habits. They often react FIGURE 5.25 The infant’s temperament can influence a pioneering researchers
negatively and quite caregiver’s responsiveness and the appropriateness of discussing

their response. temperament 8m 25s

extremely to changes in
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Early life experiences
Attachments usually form within the first 6-7 months
or so. Therefore, the infant’s experiences during this
period are important. A great deal of the infant’s

time throughout this vital period is with the primary
caregiver who is meeting its needs. The human
newborn, however competent it may be, cannot
survive unless responsive adults attend to their
needs and protect them from environmental hazards.
Ainsworth (and Bowlby) proposed that infants form
attachments with those people most closely involved
with them. This is usually the main caregiver, most
commonly the mother.

It is not until about 12 months of age that most
infants start to use recognisable words. Up until that
time, they rely on other ways to communicate their
moods, feelings and needs. For example, they use
body language such as smiling, gazing, reaching,
squirming and clinging, and vocalisations such as
crying and babbling. A secure attachment is most
likely to be formed with the person(s) who is most
sensitive to these signals and responds appropriately.
Ainsworth (1983) referred to this factor as the sensitive
responsiveness of the caregiver and believes that it is
crucial in the type of attachment formed between an
infant and caregiver.

In one study, Ainsworth (1983) compared how
mothers with securely attached infants and mothers
with insecurely attached infants responded to
signals of discomfort from their infants. She found
that mothers with securely attached infants were
more sensitive to their infants and responded more
appropriately throughout the first year of their
infant’s life. They were quickest to respond when
their infants cried, and were able
to more accurately identify the
cause of the crying and the remedy
required.

Not only were they more
responsive in detecting when the
infants cried because of hunger,
but they were also very responsive
to the infants’ signals in terms
of when to stop feeding and how
quickly or slowly the feeding
should proceed. By contrast,
mothers with insecurely attached
infants tended to lack awareness
of what their infants were feeling
or needing. They had less physical
contact with their infants and their
caregiving activities appeared to
revolve more around their own
interests and moods than those
of their infants. The mothers of
insecurely attached infants also
tended to be less interested in
mothering in general. Tt is likely

that this influenced their responsiveness and their
overall style of parenting.

The sensitivity and responsiveness of the caregiver
are vital aspects of early life experience and play an
important role in the type and strength of attachment
which occurs with an infant. Attachment appears
to thrive when the caregiver is sensitive to and
appropriately interprets and responds to the infant’s
signals. However, not all main caregivers act in this
way.

One factor which may account for inappropriate
responsiveness by a caregiver is their general
attitude towards parenting. This is influenced by a
complex interaction of many other factors, some of
which can be traced to the early experiences of the
parents. Situational factors can also influence the
infant-caregiver relationship; for example, the type
of relationship between the parents, involvement of
others in the parenting, the number of other children,
being in paid employment, and adequacy of the
family income and housing.

One factor which has been found to influence the
responsiveness of the caregiver is the caregiver’s views
of their own early parenting experiences. American
psychologists Inge Bretherton and Everett Waters (1985)
interviewed parents of insecurely attached infants and
compared their recollections of childhood with those of
parents of securely attached infants. They found that
many of the parents of insecurely attached infants had
failed to form a secure attachment during their own
infancy or had experienced a traumatic loss of an early
attachment figure. Many also reported being rejected or
feeling unloved by their parent(s) and severe loneliness
during childhood.

FIGURE 5.26 The caregiver’s ‘Sensitive responsiveness’ is an important
early life experience that influences the type and strength of the infant’s
attachment.
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Although it is reasonable to expect that secure
attachment is promoted by the mental health condition
of parents, especially mothers, research studies have
generally provided contradictory results. A majority of
studies, however, have found that mothers diagnosed
as having post-natal depression were more likely to
develop insecure attachment relationships with their
infants (Gervai, 2009; McMahon et al., 2006).

Research studies over the last three decades have also
identified other factors associated with the infant’s early
life experience that can affect the type and quality of
attachment relationships. These are often described as
demographic factors and include family income, family
size, parental age and education and major stressful
life events within the family, such as loss of a parent,
birth of a sibling, severe illness, marital breakdown and
ongoing presence of a new romantic partner of the main
caregiver (Gervai, 2009).

The infant’s and caregiver’s cultural background
also influences their relationship. For example,
German parents tend to strongly encourage
independence and discourage clingy behaviour,
fearing that if they are too responsive to cries they
will ‘spoil’ their infants. This has been suggested
as a reason why many German infants make few
emotional demands on their parents and are often
classified as having an avoidant attachment when
assessed in the Strange Situation. By contrast,
Japanese infants, who are rarely separated from
their mothers early in life and are encouraged to
be dependent on their mothers, become highly
distressed by separations such as those to which

they are exposed in the Strange Situation. As a
result, they are more likely than non-Japanese
infants to be classified as having a resistant
attachment (Sigelman & Rider, 2012).

In 1986 American psychologists Mary Main and
Judith Solomon identified a fourth attachment type
which they called insecure disorganised attachment.
When in the Strange Situation, these infants were
often inconsistent or showed contradictory behaviours
when separated or reunited with their caregivers. For
example, when reunited with a caregiver they might
seek close contact but would do so by moving slowly
back towards the caregiver or approach with their head
turned another direction as avoiding eye contact. These
infants also tended to respond to reunions with fearful
or odd behaviours such as rocking themselves, ear-
pulling or freezing (Main & Solomon, 1986).

Researchers who investigated early life experiences
associated with insecure disorganised attachment
have linked it to factors such as infant maltreatment,
hostile caregiving, post-natal depression and the
mother having an unresolved trauma or experienced
loss through separation, divorce, and death.

However, research studies have also found insecure
disorganised attachment among infants in families
where none of these variables is evident and the
‘middle-class family’ lifestyle appears ‘normal’ So,
psychologically inappropriate parenting practices do
not fully explain insecure disorganised attachment in
an infant. The origins of this attachment type seem to
be highly complex and much remains to be learned
(Meins, 2011).

FIGURE 5.27 A secure and healthy attachment is most likely when the caregiver is
sensitive and appropriately responsive to the infant’s signals.
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BOX 5.7

Childcare: positive or negative As long as the main caregiver works by choice, provides
effects on attachment? ‘good’ quality childcare arrangements and develops a warm
and caring relationship during the times they spend with
their infant, the ‘fear’ or anxiety that the infant—caregiver
attachment relationship will be adversely affected appears
to be unnecessary. Some psychologists suggest that good
quality childcare can actually enhance the relationship
between the infant and caregiver(s).

Some parents who contemplate childcare worry that their
child will prefer the childcare provider to them and that
the childcare centre will be harmful to the infant-parent
attachment relationship. However, most psychologists
believe that these early separations do not weaken the
attachment relationship between the parent and
the infant.

A longitudinal (‘long-term’) study was conducted
in 10 different cities in America to investigate the
attachment relationship between mothers and their
infants at one, six and 15 months of age, some of
whom had been attending childcare and others who
had not attended childcare. The results supported
the view that childcare had no negative effects on
mother-infant attachment and children cared for out
of the home actually appeared less insecure when
their mothers were not in sight than did children
cared for only in the home (NICHD Early Child Care
Research Network, 1997).

The attachment relationship between a caregiver
and child seems to be affected more by the quality
of the time rather than the quantity of time they
spend together. What seems to be most important
is that the infants have a consistent and warm
relationship with their caregiver(s) (Crockenberg
& Litman, 1991). However, if a child is placed in
childcare because of family breakdown or the mental
or physical health of one or both parents, then a
disrupted or insecure attachment may develop
(Vaughan, Gore & Egeland 1980).

FIGURE 5.28 Placing an infant in childcare does not
necessarily weaken the infant-caregiver attachment
relationship.

LEARNING ACTIVITY 5.12

Review questions describe, explain and give a relevant example(s) of
each factor.

1 Explain the meaning of attachment. . ) ) .
8 (a) Consider Ainsworth’s research studies using

2 Why is attachment described as a two-way relationship? the Strange Situation. Given her research had
3 When do attachments form? the potential to cause psychological distress to
4 What is the relationship between attachment and infants, what ethical standards would Ainsworth
emotional development? have been required to address in order to be
5 (a) What is the Strange Situation? given permission by an ethics committee to
(b) List five behaviours that could be used as conduct her study? Explain your selection of
indicators of attachment within and outside the each standard.
Strange Situation. (b) Do you think Ainsworth’s research should have

6 Name and describe four attachment types. been allowed to proceed? Explain your answer with

7 Construct a table to summarise factors infuencing B EEEE U el ez sl

the development of attachment. Ensure you briefly

LEARNING ACTIVITY 5.13

Reflection

Comment on the view that an infant’s mother is the best person to be its primary caregiver. Ensure you consider
relevant psychological theory and research evidence.

CHAPTER 5 The complexity of psychological development 201 [



B 202

Harlow’s experiments on
attachment in monkeys

At around about the same time Ainsworth was
developing her theory on attachment in human
infants, American psychologist Harry Harlow was
undertaking research on attachment in rhesus
monkeys. Harlow conducted a number of experiments
to investigate factors influencing the development of
attachment by infant monkeys to their mothers.

In one of his best-known experiments, Harlow (1958)
studied the role of breastfeeding in infant-mother
attachment. He used eight infant rhesus monkeys
which had been separated from their mothers at birth.

The monkeys were individually reared in cages,
each of which contained two surrogate mothers. A
surrogate is anyone or anything which ‘substitutes
for’ or ‘plays the part of something else. As shown
in figures 5.30(a) and (b), the surrogate mothers
were made of wire mesh and were roughly the same
size and shape as real monkey mothers. One of the

FIGURE 5.29 American psychologist Harry Harlow
(1905-1981)

UNIT 1 How are behaviour and mental processes shaped?

surrogates was covered in terry-towelling cloth and
the other was left uncovered. A feeding bottle was
attached to one of the surrogates in the same area
where a breast would be on a real mother. Half of
the animals were in cages with the feeding bottle on
the cloth surrogate and the other half were in cages
with the feeding bottle on the wire surrogate. Harlow
proposed that if an infant’s attachment to its mother
was based primarily on feeding, the infant monkeys
should have preferred and become attached to
whichever surrogate mother had the bottle.

| Weblinks
Videos on Harlow’s
experiments
6m 7s, 4m 11s

FIGURE 5.30 (a) Monkey feeding from wire surrogate
mother (b) Monkey clinging to cloth surrogate mother



Harlow found that regardless of which surrogate
provided the nourishment, the infant monkeys spent
more time with the cloth surrogate than the wire
surrogate. Although the infants in the two groups
drank the same amount of milk and gained weight
at the same rate, all eight monkeys spent far more
time climbing and clinging to the cloth surrogate than
they did the wire surrogate. By the age of about three
weeks, all of the monkeys were spending around
15 hours a day in contact with the cloth surrogate.
No animal spent more than an hour or two in any
24 hour period on the wire surrogate.

The monkeys’ preference for the cloth surrogate
was particularly evident when they were emotionally
distressed. In order to create a stressful condition,
Harlow put various frightening objects in the
monkeys’ cages; for example, a mechanical forward-
moving spider (see figure 5.31), or a teddy bear
that beat a drum. The frightening object was placed
repeatedly in each monkey’s cage and set in motion.

Harlow found that the majority of infant monkeys
sought first contact with the cloth surrogate,
regardless of whether or not it had the feed bottle.
The terrified monkeys were observed to cling to the
cloth mothers, rubbing their bodies against the cloth
surrogate. Those monkeys who first sought contact
with the wire surrogate through blind terror soon left
it for the contact comfort of the cloth surrogate, even
if the wire surrogate had the feed bottle.

FIGURE 5.31 When a frightening toy spider was placed
in their cage, infant monkeys tended to seek comfort
from the cloth surrogate, even if the surrogate did not
have the feed bottle.

On the basis of these results, Harlow concluded that
‘contact comfort’, which was provided by the softness
of the cloth covering, was more important than
feeding in the formation of an infant rhesus monkey’s
attachment to its mother. He generalised his findings

to suggest that contact comfort was also likely to be a
crucial factor in human infant-parent attachment.

Although these findings were based on monkeys,
they considerably influenced the views of
psychologists in relation to human infant-caregiver
attachment. Until this time, many psychologists
believed that infants became attached to their
mothers through a simple kind of learning called
classical conditioning whereby the mother became
associated with food. In Harlow’s experiment,
attachment of the monkeys was not based on food
rewards. Instead, contact comfort emerged as a more
important factor in attachment.

Aim
To find out whether provision of food or contact comfort is
more important in the formation of infant-mother attachment

Y

Participants
Eight newborn rhesus monkeys separated from
their mothers immediately after birth

+ Procedure +

Group 1 Group 2
Four monkeys Four monkeys
isolated in cages isolated in cages
where a cloth surrogate where a wire surrogate
mother provided food mother provided food
and a wire surrogate and a cloth surrogate
mother did not mother did not

Independent variable
Provision of food by either a cloth
or wire surrogate mother

Dependent variable
Amount of contact time spent with
cloth and wire surrogate mothers

Results
All monkeys in both groups 1 and 2 spent far more time
with their cloth surrogate than they did with their wire
surrogate, regardless of which provided food.

v

Conclusion
Contact comfort is more important than feeding in the
formation of infant—-mother attachment in rhesus monkeys.

Y

Generalisation
Contact comfort is likely to be a crucial factor in
human infant—caregiver attachment.

FIGURE 5.32 A flow chart of Harlow’s (1958) experiment
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developed self-destructive behaviour such as biting
themselves and pulling out clumps of their own hair.
Compared to the control group monkeys, they were
severely withdrawn and socially incompetent. When
released into the company of ‘normally reared’ monkeys
they preferred to be alone and would not join in the
playful activities of the other monkeys. Over time, their
behaviour improved until it resembled that of monkeys
in the control group. But improvement occurred more
slowly than that of the group privated for three months.
The infant monkeys isolated from all social contact
for the first 12 months of life were extremely socially
impaired. They were totally withdrawn, unable to
relate socially to other monkeys, self-destructive
and completely disinterested in anything going on
around them. In the company of the ‘normally reared’
monkeys they were fearful, rarely moved about
and avoided all contact and interaction. When they
were housed with normally reared monkeys, their
behaviour improved very slowly, but not in all areas.

FIGURE 5.33 Infant monkeys isolated for three months
showed disturbed social and emotional responses
when reunited with other monkeys.

Other animal experiments by Harlow
In further experiments, Harlow found that contact
comfort was not the only important variable in
attachment. For example, Harlow, Dodsworth and
Harlow (1965) privated a group of rhesus monkeys to
prevent them from having any social contact.
Privation involves removing the opportunity to
satisfy a need, in this case, the need for social contact.
The monkeys were taken from their mothers just
after birth and totally isolated in cages. One group
of infant monkeys was isolated for three months,
another group for six months and a third group for
12 months. There was also a fourth group, a control
group of infant monkeys who were ‘normally reared’
(in cages with their mothers and other monkeys).
The use of a control group enabled the three groups
who experienced different periods of isolation to be
compared with one another and with a group that had
not experienced any social isolation. Otherwise the
effects of isolation could not be measured accurately.
Harlow and his colleagues found that after
three months privation, the infant monkeys were
emotionally disturbed and their social behaviour
was impaired. When released individually into the
company of ‘normally reared’ same-age monkeys
daily for 30-minute periods, they crouched in
the corner of the cage with their heads buried
under their arms, avoiding any contact and social
interaction. Gradually, however, their individual and
social behaviours improved. After about 12 months,
their behaviour was almost the same as that of the
monkeys in the control group.
The monkeys privated for six months were much
more severely impaired in terms of their social
behaviour. They isolated themselves even more than

FIGURE 5.34 (a) ‘Motherless mother’ monkey pushing

) X her infant’s face against the floor; (b) ‘Motherless
the three-month group, spending more time crouched mother’ showing disinterest in her infant

in the corner avoiding social interaction. They had also
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Harlow also used rhesus monkeys to investigate
factors influencing maternal behaviour in attachment.
In a series of experiments, he discovered that female
rhesus monkeys reared in total isolation for the first
12 months of life and then artificially impregnated
(called ‘motherless mothers”) became completely
inadequate mothers.

Each of these monkey mothers consistently avoided her
baby and did not appear to care at all when separated from
it. The mother would also violently abuse her baby when
it approached her for contact or feeding. For example,
one mother ‘sometimes bit her infant’ and ‘occasionally
crushed the infant’s face and body to the floor'.

However, not all of Harlow’s ‘motherless mothers’
behaved in this way. Some reared their infants in an

adequate manner. These mothers had experienced
some limited contact with other baby monkeys when
growing up, whereas the others had not. It appeared
that positive social experience with same age mates
had limited the potential harmful effects of growing
up motherless (Harlow, Harlow & Hansen, 1963;
Seay, Alexander & Harlow, 1964).

Harlow’s experiments with rhesus monkeys have
enabled psychologists to better understand factors
which influence attachment, and the effects of
different attachment experiences on emotional and
social development. However, rhesus monkeys and
humans are psychologically different in many ways.
Care must be taken in generalising about human
experience based on animal experiments.

BOX 5.8

Harlow’s views on using rhesus monkeys
in experiments

Harlow elected to use monkeys in his research to overcome
the limitations of using human participants. He believed they
were a suitable alternative to people because, in his view,
they have much in common with the human species and,
therefore, results of his experiments could be generalised to
people. Harlow specifically chose rhesus monkeys for what
he believed were important practical advantages:

We use rhesus monkeys because they were the first
monkeys over which one could have disease control.
And they were the first monkeys that one could breed at
will — our will, not theirs. Finally, the rhesus monkey is a
standardised Old World monkey. New World monkeys
are far different creatures and show more variability. And
apes pose other problems. The chimpanzee is too big,
too expensive, and too dangerous.

In defence against criticisms that inducing stress in
laboratory monkeys was ‘sadistic’, Harlow referred to his
experiments on mental disorders and use of play therapy
to treat these:

You will never learn the factors that produce
depression and other pathological syndromes in the

wild. You will never find the biochemical variables
underlying such syndromes in the wild. .. You

will never get definitive data by observing (in the
wild). Take play. You could study play in the field
for millennia and no one would have found its
meaning. But our laboratory work gave the basic
answer . .. (We found) that play is probably the best
therapy (for depression). We know this is true for
monkeys and it would probably be true for human
beings (if psychologists were prepared to use

it). .. After one study in which monkeys had been
totally socially isolated from birth to six months,
the monkeys were completely rehabilitated through
play therapy.

Harlow also attempted to deflect criticism that

the caged monkeys used in his studies tended to
produce behaviours that do not occur in the wild. In
his view, there was little which was ‘so damn good
about the wild anyway . .. The feral environment is
pretty bad’.

Based on an interview with Harlow in Tavris, C. (1973, April).
A conversation by way of collision, with Harry F. Harlow.
Psychology Today, pp. 65-74.

LEARNING ACTIVITY 5.14

Analysis of research by Harlow, Dodsworth
& Harlow (1965) on privation

Part A

Construct a flow chart which identifies the key features
and stages in the Harlow, Dodsworth and Harlow (1965)
experiment involving infant rhesus monkeys. An example
of a flow chart is figure 5.32 on page 203. Ensure you
include a possible research hypothesis.

Part B
Answer the following questions.
1 What are the operational IV and the DV in this experiment?

2 What do the findings of the experiment suggest about
the development and importance of infant—-caregiver
attachment among humans?

3 Outline one advantage of the research design.

For example, why did Harlow choose to use the
experimental method for this study rather than some
other method?

4 What is one advantage and one disadvantage of using
animals in psychological research?

5 Would Harlow’s experiments be approved by ethics
committees today? Explain with reference to relevant
ethical standards and practices.

6 To what extent can the findings of animal research
studies on attachment be applied to humans? Explain
your answer.
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DEVELOPMENT OF COGNITIVE
ABILITIES

Children view the world very differently from
adolescents and adults. For example, it is not unusual
for a young child to believe that the sun follows them
from place to place when they walk outside, or that
dreams come through the window at night.

As with other areas of psychological development,
cognitive development cannot be directly observed.
Infants and young children who have not yet
adequately developed their language skills are
unable to report what they are thinking or explain
their actions. Therefore, much of what psychologists
know about cognitive development, particularly in
early infancy, must be inferred from observable
behaviour.

Many early psychologists believed that infants
were not capable of much thinking. Infant behaviours
were seen as random and occurring without purpose.
Some psychologists saw infants as ‘empty vessels’ —
as unresponsive organisms with limited perceptual
abilities and little capacity to learn, remember
or think.

FIGURE 5.35 Because she cannot tell us what she is
thinking, should we assume that she is not capable of
thought?

Psychologists have since learnt a great deal about
the capabilities of infants and children in many areas
of development. The changed view of the cognitive
capabilities of infants was mainly initiated as a result
of the pioneering work of Swiss psychologist Jean
Piaget. His theory on the development of cognitive
abilities was first translated into English in the 1920s
but did not attract a great deal of attention until the
late 1950s. Since then, researchers have tested and
refined various elements of his theory and many
current views about how thinking develops are based
on Piaget’s theory.

UNIT 1 How are behaviour and mental processes shaped?

However, Piaget’s interpretation of some of
his research findings has been challenged by
psychologists. It is now believed that he probably
described children as having more limited cognitive
abilities than they actually do and that they can
think and reason in more sophisticated ways in
particular stages than Piaget proposed. For example,
some of the key cognitive accomplishments
described by Piaget in different stages have been
found to occur much earlier in development than
he suggested.

eGuide

Weblink

Video featuring Piaget
outlining aspects of his
theory 13m 4s

FIGURE 5.36 Swiss psychologist
Jean Piaget (1896-1980)

Key principles of Piaget’s theory

Piaget (1952, 1960) viewed cognitive development as
a process of adaptation to the changing world around
us. On a daily basis, adaptation involves taking in,
processing, organising and using new information

in ways which enable us to adjust to changes in our
environment. This happens through two closely
related processes which he called assimilation

and accommodation.



Assimilation
Assimilation is the process of taking in new
information and fitting it into and making it part of a
pre-existing mental idea about objects or experiences.
Through assimilation, we explain or make sense of
new information in terms of what we already know.
For example, a young child may see a truck and call it
a car, simply because a car is the only type of vehicle
for which the child has a pre-existing mental idea.
Similarly, if the child is given a toy hammer for the
first time while using a wooden spoon for stirring in a
pot, the hammer may also be used to stir the pot because
the child has assimilated the hammer into a pre-existing
mental idea. Through assimilation, both the truck and the
hammer have become part of what the child knows about
the world and the child will be able to recognise them in
the future. However, the child will also eventually learn
that a hammer is used to do things other than stirring.
Pre-existing mental ideas can change through experience
and doing so is evidence of adaptation.

FIGURE 5.37 The child has assimilated the new object
of a toy hammer by using it for stirring in the pot, as
she does with a wooden spoon. This demonstrates the
infant’s attempt to understand new information

(a hammer) by applying existing information (using the
hammer like a wooden spoon).

Accommodation
Sometimes we cannot assimilate new information into
a pre-existing mental idea, regardless of how hard we
try. It simply won't fit because we can'’t change it in
any way to link it in with what we already know. In
this case, we are forced to adjust a pre-existing mental
idea to deal with the new information.
Accommodation involves changing a pre-existing
mental idea in order to fit new information. This is
a more advanced process than assimilation. Whereas
assimilation is used to fit new information without
changing it, accommodation involves changing pre-
existing information (or mental idea) so the new
information may be included.
Piaget (1952) illustrated the relationship between
assimilation and accommodation with an example
of an infant’s sucking behaviour. Infants can suck
at birth. Sucking is an innate (inborn), reflexive
behaviour, so it does not need to be learnt. The
sucking reflex is important for survival because it
enables the infant to feed from a nipple on a breast.
When placed on a nursing mother’s breast, infants
demonstrate assimilation by using a nipple in the
activity of sucking. However, not all objects can
be sucked in exactly the same way. For example,
when presented with a teat on a bottle, infants try to
assimilate the teat in the activity of sucking because
this new object (and situation) is like a nipple (and
the situation of sucking from a nipple).

FIGURE 5.38 Trying to drink milk from her rattle
(assimilation), this infant will eventually develop
an understanding that rattles only make noise
(accommodation).

CHAPTER 5 The complexity of psychological development

207



T 208

If they are unsuccessful in achieving the result they
require (i.e. obtaining milk), infants have to modify
their behaviour by changing the shape of their mouth,
the placement of their gums, the amount of suction
used, the rhythm of the activity and so on. These
changes demonstrate accommodation.

Consider the case of 18-month-old Alexandra who
points to a full moon and says ball’. She has assimilated
the object of the moon into her existing mental idea of
circular-shaped objects which is built mainly around
her experience with balls. When she is older, she will be
able to understand that there are differences between a
full moon and a ball, even though they are both circular.
When she recognises the moon as being different from a
ball, she will have accommodated it.

Schema

Assimilation and accommodation also enable a child
to form a schema — a mental idea of what something
is and how to act on it. Piaget called these the basic
building blocks of intelligent behaviour which we

use both to understand and to respond to situations.
Schemata (the plural of schema) can be thought of as
‘units’ of knowledge, each representing some aspect
of the world. For example, your schema for Christmas
may include presents, Christmas tree, Santa, shopping,
money, summer and holiday. Someone else may have
a different schema that includes church, Jesus, birth,
family, giving and so on.

We learn and develop schemata for all kinds of
things — ourselves, other people, objects, school,
university, jobs, actions, experiences, events and so
on. For example, you might have a schema about
catching a train to travel to the Melbourne CBD.

The schema is in the form of a pattern of behaviour
stored in your memory. It may include checking

the relevant timetable, getting to the train station,
validating a Myki, boarding the train when it stops at
the station, and so on. Whenever you want to catch
a train to the CBD, you retrieve this schema from
memory and apply it to the situation.

According to Piaget (1952), we are born with
some basic schemata for survival purposes, such as
the sucking and grasping reflexes. These are action
schemata which are ready for use and interaction
with the world at birth. We modify these schemata
and develop new schemata through everyday life
experiences.

Our schemata become more and more
sophisticated as we mature and our environment
expands. They are continually modified as we adapt
to the changing world through assimilation and
accommodation. This ongoing process underlies
cognitive development throughout the entire lifespan.
When Piaget described the development of a person’s
intellectual ability, he was referring to increases in
the number and complexity of the schemata that a
person had learned.

UNIT 1 How are behaviour and mental processes shaped?

FIGURE 5.39 A schema is a mental idea of what
something is and how to act on it. We learn new
schemata for all kinds of things, including how to use
a Myki machine.

LEARNING ACTIVITY 5.15

Review questions

1 (a) What does cognitive development involve?

(b) Give examples of general and specific abilities
which are likely to be associated with cognitive
development.

2 (a) Explain the meaning of adaptation.

(b) What role does adaptation play in cognitive
development?

3 (a) (i) What does assimilation involve?

(i) List three recent examples where you have
been in a situation requiring you to assimilate
new information.

(b) () What does accommodation involve?

(i) Describe a situation when you were required
to accommodate new information and thereby
changed your view of the world or people.

(c) Explain the difference between assimilation and
accommodation.

(d) Give an example, not used in the text, to
illustrate the way in which assimilation and
accommodation can work together.

4 (a) Explain what Piaget meant by the term schema.

(b) Give two examples of inherited schemata.

(c) Describe two examples of schemata you
have formed, one school related and one
non-school related.

(d) What role do schemata play in cognitive
development?

5 Explain the roles of assimilation and
accommodation in:

(a) adaptation

(b) schemata formation.




Piaget’s four stages of cognitive

development

According to Piaget (1952), we all move through

a predictable sequence of four different stages

in developing our thinking and other mental
abilities. As we progress through these stages

(and their various sub-stages), our thinking becomes
increasingly sophisticated. It develops from being
relatively basic and self-centred, through being able
to use words and pictures to represent something
(symbolic thinking), to not being reliant on being able
to see, visualise, experience or manipulate in order
to understand something (abstract thinking). The
same sequence is followed by everyone regardless of
our culture. Each stage is linked to an approximate
age range. But this does not mean that we move
from one stage to the next on our birthdays. Nor can
a stage be skipped.

Piaget proposed that individuals do not develop the
mental capabilities of a later stage without first having
acquired those of an earlier stage. Furthermore, the
rate at which each person passes through the stages
may vary. Some people may reach a stage more

FIGURE 5.40 In the sensorimotor stage, infants construct
their understanding of the world by coordinating their
sensory experiences with motor abilities.

quickly or slowly. This is due to differences in
biological maturation (e.g. brain development) and
personal experiences, both of which interact in
influencing each individual’s cognitive development.
However, everyone will pass through the four stages
in the same order. In addition, not all individuals
necessarily reach stage four. For example, some
people with intellectual disability or severe brain
damage may never proceed beyond the first or
second stage.

As well as describing a predictable sequence
of four stages through which we progress, Piaget
outlined key cognitive accomplishments that
individuals achieve in each stage. He also described
thinking styles typical of each stage. According to
Piaget, what people know is not as important as
the way in which they think and how they acquire
mental abilities.

Sensorimotor stage (0-2 years)

This first stage spans from birth to about two years
of age. In the sensorimotor stage, infants explore and
learn about the world primarily through their senses
and motor (movement) activities, hence the term
‘sensorimotor’.

In the first months of an infant’s life, the various
types of incoming sensory information and motor
skills are not coordinated. The infant does not realise
that they can reach for a toy or dummy which is
less than an arm’s length away. After the first three
months, however, most infants begin to integrate
sensory and motor information and can start to
coordinate their behaviour to grasp an object or turn
towards a noise.

With increasing mobility, the infant’s world
expands quickly. At about the same time as the
infant begins to crawl (around eight months of
age), they learn the concept of object permanence
(although researchers have since found infants as
young as three months may have this ability).
Object permanence is the understanding that objects
still exist even if they cannot be seen, heard or
touched. Before object permanence is understood,
‘out of sight’ really is ‘out of mind’ for infants; that
is, if something cannot be seen, then it does
not exist.

Prior to acquiring object permanence, the
infant may follow an object with their eyes, but
they stop following it when it disappears from
view. For example, they will watch the family dog
walk past them, but if the dog goes into another
room they show no interest in where it might
have gone. However, once they have acquired
object permanence, they will search actively for
an object of interest even if they can no longer
see it. For example, they might look towards where
they last saw the dog before it moved out
of sight.

CHAPTER 5 The complexity of psychological development

zo0 N



210

According to Piaget, object permanence may
explain why a game of peek-a-boo is so much fun for
infants. Each time the object disappears, it ceases to
exist for the infant. Whenever the object reappears,
it is as if a whole new object has been created out of
nothing. In Piaget’s view, object permanence is an
ability which infants gain through coordinating their
sensory input, but only after much trial-and-error
learning.

FIGURE 5.41 Object permanence at about 8 months
of age is the key cognitive accomplishment of the
sensorimotor stage. For younger infants, ‘out of sight’
is ‘out of mind’.

UNIT 1 How are behaviour and mental processes shaped?

Piaget proposed that object permanence is a
key cognitive accomplishment of the sensorimotor
stage. Older people take object permanence for
granted — for example, you know this textbook still
exists when you look away from it or put it in your
school bag.

The sensorimotor infant also develops the
ability to carry out goal-directed behaviour — to
perform and successfully complete a sequence of
actions with a particular purpose in mind. This
ability becomes increasingly sophisticated as the
infant’s sensorimotor skills mature along with the
ability to coordinate these skills. For example,
the infant learns that a desired object located out
of reach on a coffee table may be obtained by
using the table to pull themself up to a standing
position and therefore to where the object is
reachable.

LEARNING ACTIVITY 5.16

Designing a test for key sensorimotor
accomplishments

Piaget described two key cognitive accomplishments of

children during the sensorimotor stage:

e an understanding of the concept of object
permanence

¢ the ability to carry out goal-directed behaviour.

For each of these accomplishments, suggest an
ethically appropriate way to test whether an infant in
the birth to two-year age group has accomplished
the ability. The test should be suitable to investigate
whether object permanence can be acquired earlier than
proposed by Piaget.

Pre-operational stage (2-7 years)

At about two years of age each infant moves from
the sensorimotor stage to the pre-operational

stage of cognitive development. This age marks
the end of infancy and is also a time by which

a significant amount of language acquisition has
occurred. The thinking of the pre-operational child
is much more sophisticated than that of one- to
two-year-olds.

As children progress through the pre-operational
stage, they become increasingly able to mentally
represent objects and experiences; that is, to think
about and imagine something in their own mind.
This further develops their ability to think in more
complex ways.

An important development during this stage is
increasing use of symbolic thinking — the ability to
use symbols such as words and pictures to represent
objects that are not physically present. Evidence
of symbolic thinking is seen in pretend play; for



example, when a pile of sand becomes a turtle, a

box becomes a television and endless numbers of
make-believe friends share an imaginary tea party

or adventure. Other examples of children engaged in
symbolic thought can be seen in their use of language
and production of drawings.

eGuide

Weblink
Video with demonstrations of
Piaget’s experiments 6m 17s

FIGURE 5.42 ‘Egocentric’ children think others see the
world in the same way they do. When told to hide they
cover their eyes; because they can’t see themselves,
they think others can’t see them either.

According to Piaget, children in this stage are
unable to or have difficulty in considering another
person’s view. Piaget called this egocentrism — the
tendency to perceive the world solely from one’s
own point of view. In using this concept, Piaget was
not referring to selfish behaviour. He was indicating
that pre-operational children are capable only of
seeing the world from their point of view. When a
young child stands in front of a TV and blocks
everyone else’s view or asks a string of questions

while you are concentrating on your homework they

are not being selfish. They are demonstrating their
egocentric thinking.

It is not until towards the end of the pre-operational

stage that a gradual shift from egocentric to decentred
thinking has occurred. They no longer see themself
as being at the ‘centre’ of the world all the time. They
can think about situations from multiple perspectives,
not just their own.

BOX 5.9

An experiment by Piaget to study
egocentrism

Piaget proposed that pre-operational children use
egocentric thinking. They see things from only their
own point of view and have difficulty doing so from
another person’s perspective.

In one experiment to study egocentrism, Piaget
used a diorama apparatus. As shown in figure 5.43,
this consisted of three model mountains made of
papier-méaché. Each mountain was a different size,
shape and colour and each had a different landmark
on top. One mountain had a hut, one had a cross and
one was covered in snow.

The child was first asked to walk around the diorama
and become familiar with the landscape from all sides.
Once the child had done this, they were required to
sit facing the three mountains and a doll was placed
behind the first mountain. The researcher then asked
the child, ‘What can the doll see?’ The child was then
shown several pictures of the mountains from different
viewpoints. One picture was the view of the mountains
from where the child was seated. The procedure was
repeated with the doll in front of the second mountain
and then the third mountain. Each time, the child was
asked the question about the doll’s viewpoint and was
required to select one of the pictures.

Piaget found that four-year-old children always
selected the picture which showed what they could
see, while six-year-olds often showed awareness of
different perspectives. Only seven- and eight-year-
olds consistently chose the correct picture. They had
developed the ability Piaget called decentred thinking,
enabling them to consider situations from different
perspectives, not just their own.

Researchers have since questioned the
appropriateness of the three mountains task for young
children; for example, that it may not be a suitable,
interesting or motivating problem. Using other test
materials, such as familiar cartoon characters from
popular television programs, they have found the potential
for understanding another’s point of view is present in
children as young as three and four years of age.

FIGURE 5.43 Piaget’s three-mountain task
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Children in the pre-operational stage also use a
thinking style called animism. Animism is the belief that
everything which exists has some kind of consciousness
(awareness). For example, a rusty tricycle may be
thought of as ‘sick’, a tall tree may be described as ‘old’
and a child who hurts their knee after bumping into a
coffee table may ‘smack’ the ‘naughty’ table.

Piaget proposed that animism was linked to
egocentric thinking. Pre-operational children
unable to see things from another person’s point
of view assume that everyone and everything is
like themselves. They have emotions and can feel
pleasure and pain, so they think objects can too.

FIGURE 5.44 The snowman has collapsed and the three
younger children are concerned about its welfare. One
girl described it as ‘sick’, another as ‘sore’ and the other
as ‘hurt’.

Another key cognitive accomplishment in the
latter part of the pre-operational stage is called
transformation — understanding that something can
change from one state (form or structure) to another.
For example, earlier in the pre-operational stage, a
child presented with an ice-block in a glass could
identify both the ice-block in its solid state and the
liquid after it had melted, but the child could not
explain or understand the melting process.

While the thinking of a pre-operational child is
significantly more sophisticated than that of one- to
two-year-olds, the pre-operational child can focus on
only one quality or feature of an object or event at a
time. This process is known as centration. Five-year-old
Jack’s play with tokens demonstrates this. When
12 tokens are arranged into two equal lines of six
opposite each other, he can correctly identify the lines
as being the ‘same’. However, when the second row of
tokens is bunched up as a group, Jack believes there are
more tokens in the line than in the group, because ‘it
looks more’, even though he had correctly counted the
tokens in both original lines and watched the second
line being narrowed into a tighter group. In this test,
Jack is centring because he appears to be focusing on

UNIT 1 How are behaviour and mental processes shaped?

only the length of the row in judging the tokens and he
seems unable to also consider quantity and space.

This example also highlights another of the key
cognitive accomplishments of children in the latter
period of the pre-operational stage — reversibility.
Jack is incapable of mentally reversing the process
he saw. Reversibility is the ability to mentally follow
a sequence of events or line of reasoning back to its
starting point. This includes being able to recognise
that something can change and then return to its
original condition. It is a more sophisticated mental
process than counting backwards; for example,
understanding that a deflated ball can be pumped up
again and put back into play, or that an ice-block that
melts is not necessarily gone forever — the liquid can
be frozen again to re-create the ice-block.

The following example of egocentric thinking by
three-year-old Alexandra also illustrates her inability
to use reversibility.

Adult: Do you have any brothers or sisters?
Alexandra: Yes, a sister.

Adult: What is her name?

Alexandra: Sienna.

Adult: Does Sienna have a sister?
Alexandra: No.

FIGURE 5.45 Reversibility is the ability to mentally
follow a sequence of events or line of reasoning back
to its starting point, such as understanding that a
deflated ball can be pumped up again and put back
into play.



LEARNING ACTIVITY 5.17

Analysis of research on the ability to
distinguish between appearance and
reality

A psychologist observed that her 2Y2-year-old son
became frightened when an older child put on a
Batman mask. The younger child behaved as if the
mask had actually changed the wearer into Batman.
The psychologist was intrigued by her son’s apparent
confusion between appearance and reality and decided
to conduct research to find out the age when children
have developed the ability to distinguish between
appearance and reality.

The psychologist devised an experiment using
Maynard, a well-behaved black cat. Her sample
consisted of four children of friends and relatives. The
children were aged from three to six years, with one
child aged three, another four, and so on. At the start
of the experiment, Maynard was presented to all the
children and they all said that he was a cat. After they
played with Maynard for five minutes, the psychologist
hid the top half of Maynard’s body behind a screen while
she strapped a realistic mask of a ferocious dog onto his
head (see figure 5.46).

As she removed the screen, the psychologist asked
a set of questions to assess the children’s ability to
distinguish between the animal’s real identity and its
appearance: ‘What kind of animal is it now?’ ‘Is it really a
dog?’ ‘Can it bark?’ The strength of the children’s ability
to distinguish appearance and reality was measured on
an 11-point rating scale. Children who said that the cat
had turned into a dog were given a score of one, while
children who said that the cat only appeared to turn into
a dog but could never really become one were given a
score of 11.

As shown in figure 5.47, the three-year-old
focused almost entirely on Maynard’s appearance. The
child said Maynard had actually become a ferocious dog
and might bite them. The six-year old was amused by
this, having understood that the cat only looked like a
dog. The four- and five-year olds showed considerable
confusion. They didn’t believe that a cat could become a
dog, but they did not always answer the psychologist’s
questions correctly.

The psychologist concluded that young children
experience confusion between appearance and reality
but have a better understanding of the difference
between appearance and reality by age five. By the age
of six, it is likely that children will be able to distinguish
between appearance and reality.
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FIGURE 5.47 Age-related increase in children’s
ability to distinguish appearance from reality

Suggest a relevant research hypothesis.
Identify the experimental design.
Describe the results of the research.

hAON =

(@) size
(b) representativeness?

5 |s the conclusion valid on the basis of:
(@) sample size
(b) representativeness of the sample?

6 Can the results be generalised to other children
aged three to six years? Explain your answer.

7 Suggest a sample and sampling procedure that would
better enable the results to be generalised to a specific
population and have external validity.

8 s this research ethical? Give reasons for your answer.

FIGURE 5.46 (a) Maynard the cat (b) Wearing the ferocious dog mask

What criticisms can be made of the sample in terms of:
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LEARNING ACTIVITY 5.18

Data analysis — dreaming in
pre-operational children

The following extract comes from a conversation
between Piaget and a preschool child aged

six years and six months. The data was collected
during a case study Piaget conducted with a small
group of children to find out about their dreaming.

Piaget: Do you know what a dream is?
Child: When you are asleep and you see something.
Piaget: Where does it come from?
Child: The sky!

Piaget: Can you see it?

Child: Yes when you’re asleep.

Piaget: Could | see it if | was there?
Child: No.

Piaget: Why not?

Child: Because you wouldn’t be asleep.
Piaget: What do you dream with?

Child: The mouth.

Piaget: Where is the dream?

Child: In the night.

Piaget: Where does it happen?

Child: In the bed — on the pillow.

Source: Piaget, J. (1929). The child's conception of the world.
London: Paladin. 114.

1 What kind of data was collected in the case study —
quantitative or qualitative?

2 How does the child describe what a dream is?

3 Does the child think the dream comes from an
‘internal’ or ‘external’ source? Explain your answer
with reference to the data.

4 What kind of thinking is the child using? In your
answer, refer to Piaget’s descriptions of thought
processes of pre-operational children. Give evidence
from the child’s responses to support your view.

5 Is the thinking of the preschool child typical of
children in this stage of cognitive development?
Explain with reference to Piaget’s theory.

Concrete operational stage (7-12 years)

The child is now capable of true logical thought and
can perform mental ‘operations’. According to Piaget,
a mental operation involves the ability to accurately
imagine the consequences of something happening
without it actually needing to happen. For example,
at this age, the child can easily tell you that if it
rains when on a family picnic everyone might get
wet. Similarly, adding two numbers ‘in your head’ is
an example of a mental operation.

In the concrete operational stage, however, mental
operations can only be applied to ‘concrete’ objects or
events that are immediately present and can therefore
be touched, seen or experienced in some way
through the senses. This is why Piaget used the terms
‘concrete thinking’ and ‘concrete operational.
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A key cognitive accomplishment for a child in this
stage is understanding conservation. Conservation
refers to the understanding that certain properties
of an object can remain the same even when its
appearance changes. The concept of conservation can
be applied to any form of measurement, including
volume, mass, number and length.

Piaget’s best known example is conservation of
volume using liquid poured into different shaped
containers. For instance, eight-year-old Olivia can
recognise that if she pours cordial from a tall, thin
glass into a short, wide glass, the volume (amount)
of cordial remains the same (figure 5.48). However,
Olivia’s four-year-old brother Sam, who is still in
the pre-operational stage, will believe that the short
glass has less cordial than the tall one because it is
shorter.

Even if Olivia pointed out that no cordial was
subtracted when pouring, and even after she poured
the cordial back into the original glass to demonstrate
that the amount had not changed, Sam would still
claim there is less liquid in the short glass (and more
in the taller glass). Sam tends to focus his attention on
a single property of the glass — its height. This means
that he is centring, a characteristic of pre-operational
thinking.

Step 1
A B C D
Step 2 B
A { \
\
o B
C D
Step 3

FIGURE 5.48 Conservation of volume. A child who
understands this concept recognises at step 3 that,
despite the different size of the glasses, C and D hold
the same amount of liquid.



Conservation of mass involves understanding that
the mass (matter) of an object remains the same
even when it changes its appearance. This means
that children are able to deal with the fact that two
identical play dough balls of the same size still have
equal amounts of play dough even if one is changed
into the shape of a sausage or flattened to look like
a disk (figure 5.49). Similarly, children who can
conserve mass know that their body weight will
remain unchanged when they move from sitting
cross-legged on the floor to standing up straight.

1 3 1 2

FIGURE 5.49 Conservation of mass. A child who can
conserve mass will realise that, despite the changed
shape of ball 2, balls 1 and 2 still have the same
amounts of play dough.

Piaget also described a conservation of number and
length. In a conservation of number task, a child might
be shown two rows of lollies, with each laid out as
shown in A in figure 5.50 below. The experimenter
then makes one of the rows longer by spreading out
the lollies, as shown in B.

The child who can conserve number will realise that
there are just as many lollies in each row. In everyday
life, they will also know that four biscuits or blocks will
remain constant in number regardless of whether they
are spread out on a table or stacked into a tower.

In a conservation of length task, a child might be
presented with two objects such as pencils, as shown
in figure 5.51 below.

A B ©

©

©

©€000060 ©0 660
000060 © © 606 € ¢

FIGURE 5.50 Conservation of number. A. The child
sees two identical rows of lollies (or other objects) and
says there is the same number in each row. B. The
lollies in one row are spread out and the experimenter
asks if the rows have the same number of lollies.

FIGURE 5.51 Conservation of length. A. the child sees
two identical pencils (or other objects) that are equal in
length. B. One of the pencils is moved slightly and the
researcher asks if one pencil is longer than the other.

The child who can conserve length will realise
that neither pencil has changed in length. In everyday
life, they will also know a skipping rope is the same length
regardless of whether it is laid out straight or rolled up.
Recent research indicates that the different types
of conservation are not all achieved at the same
age during the concrete operations stage and there
are also cultural differences. Generally, in Western
cultures, conservation of number tends to be achieved
first, then conservation of length, mass and volume.
But each type can be achieved earlier or later
depending on experience and the type of test used.
Another key cognitive accomplishment in the concrete
operational stage is the ability to organise objects or
events into categories based on common features that
set them apart from other categories. This is called
classification. To test this, Piaget showed children
20 wooden beads, 18 of which were brown and two were
white. Each child was then asked three questions:
1. Are all the beads wooden?
2. Are there more brown beads or white beads?
3. Are there more brown beads or wooden beads?
Preoperational children usually answered the first
two questions correctly but answered question 3 by
stating there were more brown beads than wooden beads.
Concrete operational children usually answered all
three questions correctly. For question 3, they realised
that there were more wooden beads because the
white beads were also wooden. They had understood
that the feature of colour was a sub-category of the
overall category of wooden (which can have several

sub-categories).
%/

A ]

20 wooden beads

18 brown beads 2 white beads

FIGURE 5.52 Assessing understanding of classification —
are there more brown beads or wooden beads?

Formal operational stage (12+ years)

When many young adolescents enter secondary school
at 12 or so years of age they are usually in Piaget’s final
stage of cognitive development. More complex thought
processes are evident and their thinking becomes
increasingly sophisticated through the combined
effects of brain maturation and life experience. Some
of the tasks used by Piaget to assess formal operational
thinking involved processes of scientific inquiry, as

in the pendulum problem described in box 5.10 on
page 217. He believed that formal scientific reasoning
is one of the most important characteristics of formal
operational thinking (Inhelder & Piaget, 1958).
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A key cognitive accomplishment in this stage is
abstract thinking — a way of thinking that does not
rely on being able to see, visualise, experience or
manipulate in order to understand something (as
required in the concrete operational stage).

For example, someone in the formal operational
stage will be able to achieve an accurate
understanding of the concepts of time and distance
— what it means for something to have happened
in 200 BC or how far 4000 kilometres really is. They
will truly understand what freedom or fairness mean,
the isms (such as racism, sexism and communism),
the consequences of a parent losing their job, and
why ethical issues need to be considered when
conducting human research. They will also further
develop their ideas about their own beliefs (such as
whether God exists), their values (judgments about
what is important or worthwhile in life) and morality
(distinguishing between actions on the basis of ‘right’
or ‘wrong’).

Formal operational thinking also involves the
ability to solve problems systematically. For example,
this occurs when you develop strategies to solve
a problem, identify a range of possible solutions,
formulate hypotheses as possible explanations and
test different solutions in an orderly way.

This type of thinking makes it easier to solve
algebra and geometry problems than in any
previous stage. And when considering a casual
work vacancy, you may weigh up possible clashes
with homework and sport training, the kind of
work to be done, the pay rate, the work location,
transport options, how many hours you can
work and whether you are qualified before you
actually apply.

UNIT 1 How are behaviour and mental processes shaped?
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Another type of logical thinking called deductive
reasoning is also achieved. Deductive reasoning
involves using logical rules to draw a conclusion from
two or more pieces of information which are believed
to be true. For example, consider the conclusion drawn
below.

If Sam sleeps in she will be late for school.
Sam was late for school.
Therefore Sam slept in.

Deductive reasoning can be a useful way of solving
some problems based on known information.
However, the conclusion reached is not always correct
even if it is logically reached. Consider this example.

All elephants have big ears.
My teacher has big ears.
Therefore my teacher is an elephant.

Idealistic thinking is also possible during the
formal operational stage. For example, adolescents
often think about the most desirable characteristics
of themselves and others. They often compare
themselves and others to a perfect standard and strive
towards being like their ideal person. They have the
ability to envisage alternatives to current national or
global issues, but sometimes without fully considering
what is realistically possible in a given time frame.
However, adolescents are able to realistically think
about their future and what is possible, then make plans
and set in place processes to achieve their goals. While
a child at an earlier stage can identify that they want to
be a truck driver or an astronaut, most children, prior
to reaching the formal operational stage, do not have
an accurate concept, or any concept at all, of what it
means to be a truck driver or an astronaut. Nor do they
have any real understanding of the steps involved in
becoming either of these.

FIGURE 5.53 In the formal
operational stage we can use
abstract thinking to solve
complex algebra problems at
school.



BOX 5.10

An experiment by Piaget to assess formal
operational thinking

One experiment used by Piaget to assess formal
operational thinking involved the ‘pendulum problem’.

Participants were shown several different weights which
could be hooked on the end of a piece of string to make a
pendulum. They were then asked to choose the length of the
string, the weight to be attached and the height at which the
weight should be released.

The problem involved working out which of the three
factors (length, weight or height), or combination of
factors, determines the speed at which the pendulum will
swing. The solution involves changing one of the three
factors while keeping the other two constant and seeing
if it has any effect on speed.

Piaget found that children in the pre-operational or
concrete operational stages randomly change one or
more of the factors (length, weight or height), rather
than changing them or testing their respective effects
in a systematic and logical way. Consequently, children
in these stages tend to find it difficult to solve the
pendulum problem.

However, someone in the formal operational stage
approaches the problem-solving task in a more
systematic way and discovers more quickly that the
length of the string is the factor that determines the
speed of the pendulum (that is, the shorter the string, the
faster a pendulum swings).

FIGURE 5.54 Does length, weight or height
determine the speed at which a pendulum will swing?

LEARNING ACTIVITY 5.19

Summarising Piaget’s theory

eBook

Word copy of table

Complete the following table to summarise the various age-related stages of Piaget’s theory, common

Approx.

Stage age range

ways of thinking and key cognitive accomplishments in each stage. Include a brief description of each accomplishment.

Common ways of thinking

Key cognitive accomplishments

LEARNING ACTIVITY 5.20

Reflection

Comment on whether teachers should consider Piaget’s theory when planning their courses and lessons.

LEARNING ACTIVITY 5.21

Media analysis G

Many YouTube videos demonstrate key cognitive abilities ¢

or accomplishments in each of Piaget’s stages. Some
have been prepared by professionals for educational
purposes and others by parents. Some are more
informative or accurate than others.

Find a short non-professional video on each of the
following:
e object permanence
e conservation of volume

conservation of mass, number or length
classification.

For each video:

name the cognitive ability
identify the stage and approximate age when it is
accomplished

e outline the task shown
e identify the author

comment on how accurately the video represents the
ability and its accomplishment
include a weblink.

CHAPTER 5 The complexity of psychological development

217 N



218

PSYCHOSOCIAL DEVELOPMENT

Like Piaget, the German-born psychologist and
psychoanalyst Erik Erikson (1902-1994) developed
a stage theory of development, but focusing on
personality development. His theory describes

the impact of certain social experiences on
personality development at various stages of the
entire lifespan.

Erikson (1950) based his theory on extensive
research mainly using case studies. He studied
a range of people living in different cultures (for
example, Denmark, Germany, wealthy American
adolescents and indigenous Sioux Indians). He also
made intensive studies of the lives of important
historical figures (such as Martin Luther King who led
the freedom movement for African-Americans in the
1950s and 1960s).

Erikson believed that personality development
occurs through a combination of the effects of
psychological processes which take place within
individuals (psycho) and the experiences of
individuals during their lifetimes, particularly
their interaction with other people (social).

This is why he called his theory psychosocial
development.

Erikson viewed psychosocial development as a
progression through eight sequential stages, with each
stage corresponding with a different period in the
lifespan. In each of these stages, the individual has to
deal with a different psychosocial crisis that is normal

for people at that time in life. .
eGuide

Weblink
Video showing an

overview of Erikson’s
theory 6m 3s

FIGURE 5.55 Erik Erikson (1902-1994)
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A psychosocial crisis is a personal conflict an
individual faces in adjusting to society. Each crisis
involves a struggle between two opposing tendencies,
one of which comes from our internal personal needs
and the other from the demands of society, but both
are experienced by the person. According to Erikson,
our personality is shaped by how we deal with or
resolve the psychosocial crises. The satisfactory
resolution of these crises leads to a healthy
personality and a productive lifestyle.

In relation to Erikson’s theory, a crisis is not a
catastrophe but a turning point in life. The way
in which each crisis is resolved can have either a
positive (good) or negative (bad) outcome, depending
on the individual’s ability to deal with that crisis.
Erikson used the term crisis in the way that
doctors do.

A crisis is like a patient being in a ‘serious
condition’ for a period of time, at the end of which
the patient takes a turn for the better or worse.
However, Erikson did not believe that failure to
resolve any psychosocial crisis will necessarily have
consequences which are permanent or irreversible.
He believed that setbacks in any stage can
eventually be overcome with proper attention, care
and love.

As shown in table 5.3, each of the eight crises
involves a conflict between two characteristics which
are the opposite of one another. One is a positive aspect
and the other a negative aspect. Erikson believed that
successful resolution of each crisis should be in favour
of the positive characteristic. Erikson added, however,
that the opposite negative aspect must also exist to
some degree if healthy personality development is to
occur. Therefore, resolution of the trust versus mistrust
crisis in stage 1 involves developing the right mix of
trust (to allow intimate relationships) and mistrust (for
self-protection).

TABLE 5.3 Erikson’s eight psychosocial stages

Psychosocial
crisis

Developmental
Age : period :
1 birth to
12-18 months

2 18 months
to 3 years

trust versus mistrust

early infancy

late infancy autonomy versus

shame or doubt

3 3 to 5 years early childhood ' initiative versus guilt

middle and
late childhood

adolescence

4 5 to 12 years industry versus

inferiority

5 12 to 18 years identity versus

identity confusion

6 18 to 25 years young adulthood ' intimacy versus

isolation

7 25 to 65 years adulthood generativity versus

stagnation

late adulthood integrity versus

despair

8 65+ years




According to Erikson, the ages at which people go
through each of the eight stages can vary because of
each individual’s unique life experiences. However,
the order in which individuals progress through the
stages is fixed. Erikson believed that it is necessary to
experience each crisis (but not necessary to resolve
each crisis) before proceeding to the next stage.

Erikson also believed that different stages can
overlap, so it is possible for an individual to be dealing
with more than one crisis at any particular time. For
example, the crisis of trust versus mistrust in stage one
is not necessarily resolved during the first 18 months of
life. It can arise again in each successive psychosocial
stage. It is possible to gain basic trust in early
infancy then lose it later because of a negative social
experience in some later stage in life. In addition, an
individual may fail to resolve a crisis at one time but
resolve that crisis in a later stage.

Erikson’s description of the eight psychosocial stages
is a ‘picture’ of what is ideal. According to Erikson,
the better an individual deals with a psychosocial
crisis in any stage, the healthier their psychosocial
development and therefore personality development.
However, not being able to resolve a crisis does not
prevent the individual from moving into the next
stage. Regardless of whether a psychosocial conflict
is successfully resolved, individuals move into the
next psychosocial stage because they mature and
because of their changing social situations. However,
according to Erikson, if a conflict is not resolved, it will
have a negative effect on the individual’s personality
development and adjustment to society.

LEARNING ACTIVITY 5.22

Review questions

1 What does the term psychosocial mean?
2 Define psychosocial development.

3 Describe the relationship between psychosocial
development and personality development.

4 What was Erikson’s main source of research data?

5 (a) What is a psychosocial crisis and why is it said

to occur?
(b) Give an example of a psychosocial crisis.

6 What is meant by the idea that resolution of a crisis
should include the ‘right mix’ of both the positive and
negative aspects? Explain with reference to an example.

7 How often might a particular psychosocial crisis
occur in the course of a lifetime?

Stage 1: Trust versus mistrust
(0 to 12-18 months)

Stage 1 involves a conflict between trust at one extreme
and mistrust at the other. According to Erikson, to
progress through this stage in the best way, the infant
needs to develop the right balance of trust and mistrust.

Erikson used the term trust broadly to refer to the
views and expectations that infants develop about
their world. He believed that when an infant has
developed a healthy sense of trust, they will view
the world as a predictable, safe, caring and happy
place. When the world is predictable, the infant can
anticipate reactions; for example, being able to rely
on being fed when hungry, knowing that a cuddle
and care will be given when they are hurt, or that
help will arrive if they are stuck under a chair while
crawling around a room. A predictable world also
includes the knowledge that a frown or a firm ‘no’
will be a consequence of inappropriate behaviour.

According to Erikson, if an infant is to develop into a
person who is trusting and trustworthy, the quality of
care they receive is important. The infant whose needs
are met when they arise, whose discomforts are quickly
removed, who is cuddled, played with and talked to,
forms a view of the world as a safe place and of people
as caring, helpful and dependable.

Sometimes an infant’s cry is answered immediately,
sometimes it is ignored briefly then answered and
sometimes the crying infant can be ignored and left for
long periods. When infants’ needs are not consistently
recognised, their world can become unreliable and
unpredictable. When care is inadequate, irregular or
even rejecting, mistrust can develop. According to
Erikson, if infants develop a strong sense of mistrust,
they will become anxious and insecure. They may
become fearful and suspicious toward the world and
people in it, and this may continue to later stages of
psychosocial development.

FIGURE 5.56 Infants develop trust when their world is
predictable; for example, being able to rely on being
cuddled when they need it.
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Erikson believed that, under certain circumstances,
developing a sense of mistrust rather than trust can form
the basis of antisocial behaviour later in life. On the other
hand, trust in infancy builds the foundation for a lifelong
expectation that the world will be a good and safe place.

The trust versus mistrust crisis is generally not
resolved totally in infancy. It can arise again in later
stages. For example, children who enter school with
a sense of mistrust may, over time, learn to trust
teachers who take the time to show them that they
are trustworthy. It is also possible to gain basic trust
in infancy and lose it later. Sometimes people who
develop a sense of trust in infancy can lose it because
of experiences later in life; for example, if a trusted
partner betrays you by cheating on you.

Stage 2: Autonomy versus
shame or doubt (12-18 months
to 3 years)

Stage 2 involves a conflict between autonomy at

one extreme and shame or doubt at the other.

Erikson believed that successful attempts by infants
to establish their independence as they become
increasingly mobile and competent during these years
contributes to a sense of autonomy.

Autonomy refers to the ability to do things
independently and the feelings of self-control, self-
confidence, self-reliance and competence which
accompanies this. We have autonomy when we are in
a position to make our own choices and act on those
choices; for example, when we choose to stay where
we are or to go somewhere else, or when we choose
to do some particular thing or not do it.

Alternatively, a sense of being
too dependent on others can
lead to a lack of self-confidence,
self-consciousness and feelings
of shame or doubt about our
capabilities. Although it is
desirable for autonomy to be .
developed in stage 2, Erikson
believed that a certain amount of
self-doubt about our capabilities
is appropriate. Infants need to
know the right balance between
what they can do, what’s safe
to do and what they should do,
compared with the activities for
which they are not yet ready.

According to Erikson, the
psychosocial crisis of autonomy
versus shame or doubt is based
on the infant’s developing
motor and cognitive abilities.
This is the time when infants
gain more and more control
over their bodies and aspects of

e

UNIT 1 How are behaviour and mental processes shaped?

their behaviour. They learn to control some of their
impulses and to feel pride in their accomplishments.
Toddlers begin toilet training in this stage and exercise
autonomy when they gain some control over their
bowel and bladder. Both to toddlers and to caregivers
this is an important achievement. Language skills are
also important in developing autonomy. As infants
get better at making themselves understood, they feel
more powerful and become more independent.

During the second year of life, when infants can
move about on their own and have discovered that
they can cause events to occur, they begin to show their
independence. They often want to explore, investigate
and do things by themselves. The infant not only talks
and walks, but also climbs, opens and closes things,
pushes and pulls, holds and lets go. They take pride in
these new accomplishments and often want to do things
without help; for example, feeding themselves, buttoning
clothes or flushing the toilet. In many respects, this
second psychosocial stage is an ‘all by myself period.

Autonomy builds on the sense of trust developed in
the first stage. Erikson believed that infants who have
a well-developed sense of trust are also best prepared
to become autonomous. This is because the caregiver
is seen as a safe ‘base’ from which the infant can
explore the world with increasing independence.

As time passes, these infants move further from their
caregivers, often happily playing by themselves with
only occasional glances to check that safety and security
are nearby. By gently encouraging independence, by
not immediately responding to every single request
from the infant and by respecting the fact that the infant
is an active, inquisitive person, caregivers promote the
infant’s development of autonomy.

7

FIGURE 5.57 An infant’s eagerness to use a spoon to eat demonstrates their
increasing autonomy.



If caregivers recognise the infant’s need to do what
they are capable of doing at their own pace and in
their own time, then the infant develops a sense that
they can control their muscles, their impulses, their
behaviour and their environment — they have a sense
of autonomy. However, when the infant’s caregivers
do for the infant what the infant is capable of doing
themself, they reinforce a sense of shame and doubt.

When caregivers are consistently overprotective
and restrict what the infant is permitted to do, make
fun of unsuccessful attempts at independence and
criticise ‘accidents’ (for example, wetting, dirtying,
spilling or breaking things), infants can develop an
excessive sense of shame with respect to other people
and they begin to doubt their own abilities to control
the world and themselves.

Erikson believed that if the infant leaves this stage
with less autonomy than shame or doubt, they will
find it more difficult to achieve autonomy later in
life. In contrast, the infant who moves through this
stage with a much greater sense of autonomy than
feelings of shame and doubt is better prepared to be
autonomous in later stages of development.

Stage 3: Initiative versus guilt
(3-5 years)

The third stage involves a conflict between initiative
at one extreme and guilt at the other. Having
established a sense of trust and autonomy in infancy,
children develop an increasing sense of their own
power and now want to try new things and use their
power. According to Erikson, initiative involves being
able to plan, think for oneself and carry out various
kinds of activities with purpose.

Children from three to five years of age (the preschool
years) are very active and increasingly have more
control over their bodies. They can run, jump, wrestle,
climb and ride a tricycle. Their mental capabilities are
also developing. They have good language skills, they
are inquisitive, they participate in imaginative play, and
they are beginning to understand that other people have
different thoughts and feelings from them. They also
start to realise they can make things happen.

Children at this age no longer merely react. They
plan and think for themselves, act with purpose,
explore and follow their curiosity. They can therefore
initiate and carry out various activities on their own,
often just for the sake of being active. They no longer
just respond to or imitate the actions of other children
(Erikson, 1963).

Children at this age also become increasingly aware
that there are limits beyond which they must not go when
showing initiative and using their powers. For example,
they become aware of rules about what is (and what is
not) permitted, what will (and what will not) be tolerated,
and even questions they should not ask. Thus, along with
initiative comes the potential for feeling guilt — about

going too far, about overstepping boundaries, about asking
too many inappropriate questions, about becoming the
‘wrong kind of person’ (Morris, 1990).

For example, consider the case of five-year-old Sumi
who feels so angry at her little brother that she wants
to hit him. Sumi also realises that hitting her brother is
wrong and that this action would upset her parents. She
knows she has the ability to hit her little brother, but
realises she cannot always do what she wants. She also
realises that she will feel guilty if she fails to control her
behaviour. In the autonomy stage (stage 2), children can
be made to feel ashamed by other people; whereas in this
third stage they learn to make themselves feel ashamed.

According to Erikson, whether or not a child leaves
this stage with a stronger sense of initiative than
guilt depends largely on the way in which caregivers
respond to the child’s self-initiated activities. Children
who are given a lot of freedom and the opportunity
to initiate play activities simply for the sake of doing
them will have their sense of initiative strengthened.

Initiative is also strengthened when caregivers
answer their children’s questions (intellectual
initiative) and do not discourage or make fun of their
fantasies. However, if children are made to feel that
their play is silly and stupid, that their questions are
annoying or a nuisance, and that fantasy is a waste of
time, then they may develop a sense of guilt over self-
initiated activities, feelings that may continue through
later stages (Elkind, 1971).

FIGURE 5.58 Initiative involves being able to think for
yourself and acting with a purpose.
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Stage 4: Industry versus inferiority
(5-12 years)

Stage 4 involves a conflict between industry at one
extreme and inferiority at the other. During this period,
which corresponds with the primary school years,
children have a desire to learn how things are made,

how they work and what they do. According to Erikson,
children will develop a strong sense of industry, unless
they are restricted by feelings of inferiority or inadequacy.

During stage 4, children gain mastery over their
bodies. It is also a period during which they become
capable of logical reasoning, and of playing and
learning by rules. For example, it is not until this
stage that children are really able to ‘take turns’ at
games that require them to obey rules, such as when
playing tag or card games.

Although play continues to be important, as it is
in all other stages, this is the period when the child
must learn to work and become productive. According
to Erikson, children must learn the technology or
‘tools’ which are important for being an industrious,
productive worker in their society. In New Guinea,
the Arapesh boy learns to make bows and arrows
and traps, and the Arapesh girl learns to plant, weed
and harvest. In Western, industrialised societies such
as Australia, the basic tools required to become a
productive, industrious worker later in life involve
literacy (reading and writing) and numeracy (using
numbers). These tools are mainly learned in school.

At school, the child also learns to be a worker
and to earn recognition by producing things of
quality, both by themselves and with others.
Importantly, school also exposes the child to many

peers with whom they cooperate and compete,

and against whom they measure their abilities and
accomplishments. To the five-year-old child, entering
school is like entering a new world which is different
from home. In many respects, school is a social world
with its own goals, rules, achievements and failures.

When children are encouraged in their efforts to get
the most out of things they already have, to do practical
things (whether it be to cook, assemble a jigsaw puzzle,
or construct a cubby house), are allowed to finish their
products and are praised and rewarded for their results,
then their sense of industry is enhanced. But parents
who see their children’s efforts as ‘mischief and ‘making
a mess’ promote the development of a child’s sense of
inferiority. When children feel less adequate than their
peers in achievements, skills and abilities, they develop
a sense of inferiority.

The child’s school experience also affects their
industry-inferiority balance. For example, a child who
has difficulties with schoolwork can have a particularly
unhappy school experience, even when their sense of
industry is encouraged and rewarded at home. This
child may be ‘too bright’ to be in special classes, but
‘too slow’ to compete with children of average ability.
Consequently, the child regularly experiences failure
in academic efforts and this reinforces their sense of
inferiority. However, children who have their sense of
industry ‘squashed’ at home can have it revitalised at
school through a sensitive and encouraging teacher.

Therefore, whether the child develops a sense of
industry or inferiority does not depend solely on the
caregiving efforts of the parents (as it does in earlier
stages), but on other significant adults in the child’s
life as well (Elkind, 1971).

FIGURE 5.59 In stage 4, children learn the basic ‘tools’ that will enable them
to become productive, industrious workers later in their lives.
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Stage 5: Identity versus identity
confusion (12-18 years)

Stage 5 involves resolving the conflict between identity
at one extreme and identity confusion at the other.
During this period, which corresponds with adolescence,
the psychosocial crisis
is about developing

a sense of identity.
Failure to resolve this
crisis produces ‘identity
confusion’ Erikson
used the term identity
to refer to the overall
image individuals

have of themselves.

He believed that
identity is something
all people seek and that
the search for identity
is a lifelong search.
However, it first comes
into focus during
adolescence.

During adolescence,
the individual matures
cognitively as well
as emotionally and
physically. In addition
to the new feelings,
sensations and desires
that are experienced
as a result of bodily
changes, the adolescent
develops a variety of
new ways of looking at
and thinking about the
world. Among other
things, adolescents
can think about how
other people think
and contemplate what others think of them. They can
also form clear ideas about ideal families, religions,
cultures and societies which they can then compare with
their own experiences of family, religion, cultures and
societies.

Erikson believed that the task of this fifth stage
is for adolescents to use their cognitive abilities
to bring together all the things they have learned
about themselves in the various roles they have
undertaken in life; for example, as a son or daughter,
brother or sister, student, sportsperson, friend,
leader, follower, musician, employee and so on. The
different images of the self learned through these
different roles need to be combined into a complete
image of the whole person that makes sense and
that shows continuity with the past while preparing
for the future. The adolescents who succeed at this

Y =

FIGURE 5.60 Role confusion can cause some young people
to adopt a ‘negative identity’, which is opposite to their
parents’ preferences.

task develop a psychosocial identity, a sense of who
they are, where they have been and where they
want to go in life.

If the person has reached adolescence with a healthy
sense of trust, autonomy, initiative and industry, then
their chances of developing a meaningful sense of
identity are much
better. The opposite is
true for the person who
enters adolescence
with considerable
mistrust, shame,
doubt, guilt and
inferiority. According
to Erikson, preparation
for a successful
adolescence and
forming an integrated
psychosocial identity
must, therefore, begin
in infancy.

When young people
do not attain a sense
of personal identity,
they show a certain
amount of role
confusion — a sense
of not knowing who
they are, where they
belong, to whom they
belong or where
they are headed
in life. According
to Erikson, such
“  confusion is often

seen in ‘delinquent

young people’. Some

young people seek

a ‘megative identity’

opposite to the one

that their parents and
relatives would prefer them to have; for example, an
identity as a ‘delinquent’, ‘metal head’ or a ‘petrol
head’.

Role confusion may also be evident when a young
person takes an excessively long time to reach
adulthood. However, a certain amount of identity
confusion is normal and, according to Erikson, helps
explain the inconsistency, or changeable nature, of
much adolescent behaviour, as well as adolescents’
self-consciousness about their appearance.

Failure to establish a clear sense of personal
identity during adolescence does not mean that a
person is a failure or will never establish a strong
sense of who they are. People who attain a sense
of identity in adolescence will still come across
challenges to that identity as they move through life
(Elkind, 1971; Grotevant, 1992; Harter, 1990).

CHAPTER 5 The complexity of psychological development

223



224

Stage 6: Intimacy versus isolation
(18-25 years)

The sixth stage of psychosocial development involves a
conflict between intimacy at one extreme and isolation
at the other. Failure to resolve this conflict results in
avoiding interpersonal relationships and experiencing
a sense of isolation. Erikson used the term intimacy to
refer to the ability to share with and care about another
person without fear of losing oneself in the process.
Isolation refers to the sense of being alone without
anyone to share one's life with or care for.

During later adolescence and the early years of
adulthood, it becomes possible for the first time to
engage in a truly intimate relationship with another
person outside the family; to love another person for
their real qualities and not just for the satisfaction
that can be obtained from the relationship.

According to Erikson, this kind of relationship
cannot occur earlier in life because a person cannot
establish true intimacy without first developing a
strong sense of personal identity and independence
and being secure in their place in the world. People
who do not fully understand who they are find it
difficult to deal with the complete and open sharing
that is required in an intimate relationship.

Erikson’s description of intimacy versus isolation
may provide some insight into people who avoid
commitment to another person in a relationship.
Furthermore, a person without a strong sense of
identity tends to frequently seek praise, flattery and
adoration from others, and this interferes with the
shared commitment and honest communication that
are essential for an intimate relationship to develop and
last. People who lack a sense of identity tend to isolate
themselves, or form superficial or shallow relationships
with others (Grotevant, 1992; Morris, 1990).

According to Erikson, intimacy does not necessarily
involve sex and it includes the relationship between
friends. For example, soldiers who have served
together under the most dangerous circumstances
often develop a sense of commitment to one another
that illustrates intimacy in its broadest sense. If a
sense of intimacy is not established with friends or
a partner, the result, in Erikson’s view, is a sense of
isolation (Elkind, 1971).

As with other psychosocial crises, the development
of intimacy does not occur only during the stages of late
adolescence and young adulthood. Nor do individuals
stop seeking intimacy after the early adulthood stage.
Intimacy, like identity, continually changes over time
and is influenced by experiences later in life.

FIGURE 5.61 Intimacy involves sharing and caring with someone else without fear of losing oneself in the process.
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Stage 7: Generativity versus
stagnation (25-65 years)

Stage 7 corresponds with adulthood and involves a
psychosocial crisis of generativity at one extreme

and stagnation at the other. Generativity refers to a
person’s concern with others beyond their immediate
family, with future generations and the nature of the
society and world in which those generations will live.
Basically, people who achieve generativity build their
lives around doing things that help others, will leave a
lasting mark on future generations and will make the
world a better place in which to live.

Erikson believed that people go through this
psychosocial crisis towards the middle of the seventh
stage when they look ahead to the latter half of their
lives and feel a need to participate in the continuation
of'life. According to Erikson, if this need is not met,
people develop a sense of stagnation. Stagnation refers
to boredom, inactivity, too much concern with personal
needs and comforts and a lack of personal growth.

According to Erikson, having children is an important
part of generativity for many people. He did not
believe, however, that everyone needs to become a
parent in order to be generative. Nor did he believe that
parenthood guarantees that someone will be generative.

Generativity is sometimes achieved by becoming
involved in activities which promote the development
of younger people; for example, as a sport coach,
member of a school council or involvement with
some other youth organisation.

Generativity can also be achieved by actively
participating in groups concerned with social
or environmental problems, such as youth
unemployment and climate change. Similarly, work
with community agencies, volunteer work for welfare
groups and service on committees dealing with social
or environmental problems provides opportunities for
generativity. In all these examples, the act of helping
is in itself satisfying and recognition or reward is not
sought.

Many adults also achieve a sense of generativity
through their paid work. Working creatively, skilfully
or productively in a job that has a lasting influence
on the lives of other people can help develop a strong
sense of generativity and a lasting feeling of pleasure
and satisfaction. This could apply to jobs in fields
such as teaching, nursing, legal aid, social work,
scientific research and engineering. Some people in
middle adulthood change careers in an effort to find
a job that provides a greater sense of generativity and
lasting satisfaction (Morris, 1990).

FIGURE 5.62 Generativity can be achieved by becoming involved in activities which

promote the development of younger people.
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According to Erikson, becoming generative is not
always easy. It depends on the successful resolution
of the crises in each of the previous six stages.
Furthermore, the attainment of generativity can be
difficult in a youth-oriented society that seems eager
for older people to step aside and let younger, more
‘technologically savvy’ workers take over. Thus, older
workers can lose opportunities for generativity by not
being able to pass on the wisdom and skills they have
developed over the years (Dacey & Travers, 1991).

As in Erikson’s other psychosocial stages, it is
the balance of the positive and negative aspects
of the crisis which is important. For example,
some stagnation can provide a break that leads to
greater generative activity in the future. However,
too much stagnation can result in an obsession with
oneself, severe depression or despair in the next
stage.

Stage 8: Integrity versus despair
(65+ years)

The eighth and final stage occurs when most of a
person’s life’s work is nearing completion and there is
time for reflection. The last psychosocial crisis to be
faced is integrity versus despair.

According to Erikson, the sense of integrity arises
from the individual’s ability to look back on their
life with satisfaction. Integrity refers to a sense of
satisfaction with one’s achievements in life and a
belief that all that happened in the course of one’s life
has been useful, valuable and meaningful. The major
part of life has been lived and the crisis of integrity
involves an examination of that life and a judgment
of whether that life, with all its ups and downs, gains
and losses, good decisions and mistakes, pleasures
and pains, was worthwhile.

At the other extreme is the individual who
looks back on life with a sense of despair. Despair
involves bitter feelings of hopelessness, involving
lost opportunities, mistakes that were made and the
sense that life has been meaningless and empty. In
the latter years of life, the individual may realise with
despair that time seems to have run out and it is too
late to do all the things they want to do.

While a person must achieve a greater sense of
integrity than despair for the successful resolution of
the final crisis, Erikson believed that some despair
is inevitable. For example, he suggested that even if
someone felt completely fulfilled with their life, the
fact that other people have suffered throughout their
lives may make them feel some despair.

FIGURE 5.63 Integrity develops from looking back at achievements in life with satisfaction.
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LEARNING ACTIVITY 5.23

Summarising Erikson’s theory eBook

Complete the following table to summarise Erikson’s psychosocial theory of personality

development by including a name and description of each psychosocial crisis. Word copy of table

Developmental period | Psychosocial crisis Description of crisis

1 Birth to 12-18 months = Early infancy

2 18 months-3 years Late infancy

3 3-5 years Early childhood
Middle and

. SUE TR late childhood

5 12-18 years Adolescence

6 18-25 years Young adulthood
7 25-65 years Adulthood

8 65+ years Late adulthood

LEARNING ACTIVITY 5.24

Identifying Erikson’s psychosocial stages 4 A solicitor decides to take up politics and runs for a state
of development government seat in parliament because she is passionate

Identify the psychosocial crisis most likely to be unresolved in about ‘making a difference’ to the environment.

each of the following examples. Explain the person’s feelings S An adolescent boy is reluctant to develop friendships

and behaviour in terms of Erikson’s theory. with females after his girlfriend was unfaithful.

1 A new employee is reluctant to do a task on their own 6 An adult wishes they could relive their working life so
for fear of making a mistake. they could do it better.

2 A 28-year-old woman constantly gives others 7 A 10-year-old continually misbehaves in class to avoid
compliments seeking to get compliments in return. doing schoolwork.

3 A 38-year-old has had three broken engagements in 8 An adolescent girl always waits to be asked to join in
the past 10 years. social activities.

LEARNING ACTIVITY 5.25

Reflection
What insight has Erikson’s theory enabled about your own personality development?
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CHAPTER SUMMARY

Defining development

— Areas of development

Interaction of different
areas of development

How psychological
development proceeds

Interaction of hereditary

in shaping psychological
development
THE COMPLEXITY OF

and environmental factors

Continuous versus discontinuous development

Sequential nature of development

Quantitative and qualitative changes

Individual differences in development

Nature versus nurture

Role of maturation in development
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DEVELOPMENT

Sensitive and critical
— periods in psychological
development

Sensitive periods

Critical periods
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Twin studies

Adoption studies

development

Attachment and emotional |

Ainsworth and the Strange Situation procedure

Harlow’s experiments on attachment in monkeys
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Piaget’s four stages of cognitive development

Stage 1: Trust versus mistrust (0 to 12-18 months)

Stage 2: Autonomy versus shame or doubt
(12-18 months to 3 years)

Stage 3: Initiative versus guilt (3-5 years)

Stage 4: Industry versus inferiority (5-12 years)

Stage 5: Identity versus identity confusion
(12-18 years)

Stage 6: Intimacy versus isolation (18-25 years)

Stage 7: Generativity versus stagnation
(2565 years)

Stage 8: Integrity versus despair (65+ years)
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Principle of readiness

Types of attachment
Factors influencing attachment
Other animal experiments by Harlow

Assimilation
Accommodation
Schema

Sensorimotor stage (0-2 years)
Pre-operational stage (2-7 years)
Concrete operational stage (7-12 years)
Formal operational stage (12+ years)



CHAPTER 5 TEST

SECTION A — Multiple-choice questions

Choose the response that is correct or that best answers the question.

A correct answer scores 1, an incorrect answer scores 0.
Marks will not be deducted for incorrect answers.

No marks will be given if more than one answer is completed for any question.

Question 1

Which of the following can be considered to be a
developmental change?

A. being in a good mood after getting back a maths
test result

B. trying bungee jumping for the first time

C. having a good night’s sleep after not having slept well
for three nights

D. regularly speaking in public without getting anxious
after having learnt a strategy to manage anxiety

Question 2
Maturation means that

A. physical development and psychological development
occur independently of one another.

B. the brain and nervous system need to be sufficiently
developed before someone can think, feel or behave in a
particular way.

C. psychological development does not occur in a
sequential way.

D. if someone practises any skill they will become
competent at that skill.

Question 3
A person’s genetic make-up is determined

A. at conception.

B. at birth.

C. during childhood.

D. when they reproduce.

Question 4
In psychology, nature refers to

A. the natural tendency to control one’s own development.
B. the influence of genetic inheritance on development.
C. the influence of an individual’s experiences
throughout infancy.
D. the influence of an individual’s experiences throughout
their lifetime.

Question 5

Which of the following statements about the effects of
heredity and environment on psychological development is
most correct?

A. Heredity is more important than the environment in
shaping psychological development.

B. The environment is more important than heredity in
shaping psychological development.

C. Environmental influences are stronger than the influence
of heredity in psychological development.

D. Genes provide the plan for how development will proceed
and environmental influences determine how that plan
unfolds in determining psychological development.

Question 6

The correct sequence of the stages of cognitive development
described in Piaget’s theory is

A. sensorimotor, concrete operational, pre-operational,
formal operational.

B. sensorimotor, formal operational, concrete operational,
pre-operational.

C. sensorimotor, pre-operational, concrete operational,
formal operational.

D. pre-operational, sensorimotor, formal operational,
concrete operational.

Question 7

According to Ainsworth’s attachment theory, infants form
the strongest attachment to

A. people most closely involved with them.

B. people they like.

C. people who spend the most time with them.
D. only one person.

Question 8
Infants who form a secure attachment are likely to

treat their caregiver as a stranger.

feel safe and able to depend on their caregiver.

feel safe in the presence of all people.

show some distress but gradually increase exploration
when the caregiver departs.

eowEr
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Question 9

An infant who demonstrates an insecure resistant attachment
pattern of behaviour

A. avoids forming an attachment.

B. will not seek to be close to their caregiver.

C. seeks to be close to the caregiver then wriggles to be
freed from them.

D. will not be distressed when separated from their caregiver.

Question 10

Trinh believes that the clouds ‘look sad today’. Piaget refers
to this way of thinking about objects as

A. animism.

B. centricism.

C. classification.
D. transformation.

Question 11

According to Piaget, logical and abstract thinking are
not consistently apparent until an individual has reached
the stage.

A. sensorimotor

B. pre-operational

C. formal operational
D. concrete operational

Question 12

In developing his theory of personality development,
Erikson primarily relied on evidence from

case studies.
experiments.
cross-sectional studies.
observational studies.

Sowp

SECTION B — Short-answer questions

Question 13

Bree and Emma’s father bought them a strawberry Big M each
while out shopping. He decides to pour the milk out of each
carton into different glasses and his daughters watch him do
this. Emma’s glass is much wider than Bree’s glass and she
complains that Bree has been given more milk than she has.

It is likely that Emma has yet to develop an understanding of

A. classification.

B. conservation of mass.
C. conservation of volume.
D. conservation of length.

Question 14

How many stages are there in Erikson’s theory of
personality development?

A. 5
B. 6
C. 7
D. 8

Question 15

Erikson proposed that the order in which people go through
his stages is

varied.

fixed.

age-related.
sex-related.

SRR 'S

Answer all questions in the spaces provided. Write using black or blue pen.

Question 1 (1 mark)
According to Harlow’s research,

is a vital factor influencing

attachment in rhesus monkeys.

Question 2 (2 marks)

Explain the meaning of attachment in relation to psychological development.

Question 3 (4 marks)

Describe two factors that influence the development of attachment and how each relationship factor can influence that type

and quality of an attachment.

UNIT 1 How are behaviour and mental processes shaped?



Question 4 (2 marks)
Compare and contrast sensitive and critical periods in development with reference to two key differences.

Question 5 (3 marks)

Explain why the results of adoption studies may be compared with those of twin studies to understand how nature and
nurture can influence psychological development.

Question 6 (3 marks)
Distinguish between Piaget’s processes of assimilation and accommodation with reference to an example.

Question 7 (3 marks)
(a) What is abstract thinking? 1 mark

(b) Give an example of abstract thinking. 1 mark

(c) In which stage of Piaget’s theory is it accomplished? 1 mark

Question 8 (3 marks)
A child is unable to classify correctly. Explain this inability with reference to centration.

Question 9 (3 marks)

(a) Explain what a psychosocial crisis is with reference to one of the crises identified by Erikson. Ensure you correctly name
the crisis. 2 marks

(b) How do psychosocial crises shape personality development? 1 mark

Question 10 (2 marks)
Describe two common criticisms of Piaget’s theory.

eBook

The answers to the multiple-choice questions are in the answer section at the back of
this book and in eBookPLUS.

The answers to the short-answer questions are in eBookPLUS.
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Sometimes psychological development does not
occur as it should. An individual may think, feel or
behave in a markedly different way from how they
usually do, or their development may not be at the
same rate as others of about the same age. How they
go about their daily life may also differ from what is
considered to be ‘typical’ when compared to others
of the same age, sex and cultural group. In such cases,
development may be described as atypical.

Atypical development is development that is not
typical — it noticeably differs in a significant way
from what is usual or appropriate. It may involve the
developmental process or its outcomes. Small delays,
bursts of rapid progress and other individual differences
that occur naturally are to be expected. These are not
considered atypical unless they are so unusual that they
‘stand out’ to the extent that they can’t be overlooked.

The terms normal and typical are often used
interchangeably. Knowing what is normal (or typical)
is important because it assists understanding of what is
abnormal (or atypical). But there is not always a clear
line between psychological development or functioning
that can be considered normal or abnormal.

Sometimes it is quite easy to distinguish between
normal and abnormal behaviour. For example, you

would probably agree that thanking a friend for a
birthday present is normal behaviour. And that it

is normal to smile when feeling happy and to feel
saddened by the loss of a loved one. Likewise, you
would probably agree that the behaviour of a man at
a shopping centre insisting to all passers-by that he
is the bushranger Ned Kelly is abnormal. And that
the behaviour of the lady who avoids television sets
because she believes they are used by aliens to read
her thoughts is abnormal.

In some cases, however, it is much more difficult to
decide on what is normal and abnormal. For example,
is it normal to be scared of hairy spiders? To change
your plans because of a horoscope prediction? To
feel shy and awkward at parties? To be in love with
someone you only meet on the internet? To achieve
an extremely high IQ score on an intelligence test? To
constantly worry about VCE results? To prefer to live
alone and isolated from others?

You probably found that you experienced difficulty
in deciding what is normal and abnormal for some
of these events. You may have even thought ‘It
depends ... This is not surprising because, even
in psychology, the meanings of normality and
abnormality can vary.

FIGURE 6.1 Is it normal to be in love with someone you only meet on the internet? Is it normal or abnormal to feel shy
and awkward at parties?
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APPROACHES TO DESCRIBING
NORMALITY

Throughout the history of psychology, there have been
many different approaches to describing normality in
relation to mental processes and behaviour. Six that
have been influential are the socio-cultural, functional,
historical, medical, statistical and situational
approaches. Each of these approaches views normality
from a different perspective and has a different
emphasis on how normality is best described.

Socio-cultural approach

Thoughts, feelings and behaviour that are appropriate
or acceptable in a particular society or culture are
viewed as normal and those that are inappropriate or
unacceptable are considered abnormal. For example,
in some cultures, loud crying and wailing at the
funeral of a stranger is expected and considered
normal, whereas in other cultures it would be
considered abnormal as it is inappropriate in that
culture to wail at the funeral of a stranger.

FIGURE 6.2 Kashmiri women in Pakistan trying to
comfort a distraught mourner at a funeral

Functional approach

Thoughts, feelings and behaviour are viewed as
normal if the individual is able to cope with living
independently (‘function’) in society, but considered
abnormal if the individual is unable to function
effectively in society. From this perspective, being
able to feed and clothe yourself, find a job, make
friends, and so on, is normal, but being so unhappy
and lethargic that you cannot get out of bed each
morning, do not eat properly, cannot hold a job and
avoid relationships with others is abnormal.

UNIT 1 How are behaviour and mental processes shaped?

Historical approach

What is considered normal and abnormal in a
particular society or culture depends on the era,

or period in time, when the judgment is made. For
example, in many western societies prior to the

20th century, if a parent severely smacked their child
for misbehaving, few people would have considered
this abnormal, but in many western societies

and cultures today such behaviour by a parent is
considered abnormal and may even be illegal.

Medical approach

Abnormal thoughts, feelings or behaviour are viewed
as having an underlying biological cause and can
usually be diagnosed and treated. For example, if
someone commonly thinks in a disorganised way,
sees or hears things that are not really there, and
always showers in their swimming costume because
they believe they are constantly under surveillance
by ASIO, then this pattern of thoughts, feelings and
behaviour could be diagnosed as schizophrenia due to
an underlying brain disorder and require treatment
with prescribed medications.

Statistical approach

The statistical approach is based on the idea that

any behaviour or characteristic in a large group of
individuals is distributed in a particular way; that is,
in a normal distribution. Generally, if a large majority
of people, called the ‘statistical average’, think, feel
or behave in a certain way, it is considered normal.
For example, by this definition, it is normal to laugh
when tickled, because most people do. If the thought,
feeling or behaviour is shared by a small minority

of people, called the ‘statistical extremity’, then it is
considered abnormal. So, to laugh when a loved one
dies might be considered abnormal because very few
people do this.

Situational approach

Within a society or culture, thoughts, feelings and
behaviour that may be considered normal in one
situation may be considered abnormal in another.
For example, if you were to come to school wearing
pyjamas, most of your classmates would think that
your behaviour was abnormal, yet it is considered
normal to wear pyjamas to bed.

Contemporary psychologists recognise that none of
these approaches to describing normality is entirely
satisfactory on its own. However, each approach has
contributed to the understanding of normality (and
abnormality) — in particular, understanding of the
various factors that need to be considered when using
the terms in relation to someone’s thoughts, feelings
or behaviour. This is important as the way normality
and abnormality are viewed and described provides
the basis of diagnosing and treating mental disorders.



FIGURE 6.3 What is accepted as normal in one situation may be considered abnormal in another. If a man violently threw
himself at another man and pushed him to the ground in a public space, this would be considered abnormal. However, if
this occurred on a football field, this behaviour would be considered normal.

CONCEPTUALISATION OF
NORMALITY

There is no universally accepted single definition
of normality in psychology and psychologists tend
to avoid defining it. Instead, psychologists focus
on the concept, or ‘idea’, of normality, how it can
be recognised, and key characteristics for doing
so. This conceptual approach provides a basis for
describing and explaining abnormality, which is
particularly useful for the diagnosis and treatment
of mental disorders. Two characteristics for
distinguishing between normality and abnormality
emphasise behaviour — typical and atypical

behaviours, and adaptive and maladaptive behaviours.

Typical and atypical behaviours

As with development, typical in relation to individual
behaviour means that, at most times, the person

acts as they usually (‘typically”) do. There may be
some occasions when behaviour is quite different

or inconsistent with how it normally occurs, but
such variations are temporary. In contrast, atypical
behaviour means that the person acts in ways that
are unusual (‘atypical’) for them. Essentially, they are
behaving ‘out of character. For example, if a usually
friendly, outgoing person becomes withdrawn, does
not talk or interact with others and stays in their
bedroom alone for extended periods of time, they
would be considered to be behaving in a way that is
atypical for them.

Of course, whether a person’s behaviour is typical
or atypical depends on such factors as the specific
situation and cultural context in which their behaviour
occurs. For example, a rock star who is usually well-
spoken and polite when out of the public eye may

dress, speak and behave outrageously as part of
their performance and the public image they wish to
portray. Their performance is atypical of their normal,
everyday behaviour but not of their behaviour when
on stage. However, this does not mean their atypical
behaviour when performing is a symptom of a mental
health problem that needs to be treated.

Atypical behaviour raises mental health concerns
when it is persistent, is evident across different
situations in everyday life, and is maladaptive.

FIGURE 6.4 |s Lady Gaga’s onstage behaviour during
a live performance typical or atypical?
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Adaptive and maladaptive
behaviours

Adaptive behaviour involves actions that enable

a person to effectively carry out their usual
everyday tasks, such as going to school or work
and participating in their relationships with
others. Basically, the individual is able to ‘adapt’
to the demands of daily living and do so relatively
independently.

In contrast, maladaptive behaviour interferes with
the person’s ability to carry out their usual activities
in an effective way. Maladaptive behaviour is
sometimes called dysfunctional behaviour because it
disrupts everyday ‘functioning’ There is a reduced
ability to do the things one normally does each day,
such as attending to personal hygiene, sleeping,
eating and preparing food, speaking, decision making,
remembering things, and going to school or work.

Common examples of maladaptive behaviours
are those associated with phobias and obsessive-
compulsive disorder, which can hinder a person in
carrying out what are ordinarily regarded as basic,
everyday tasks. Thus, a fear of driving, flying, open
or enclosed spaces may stop someone from going to
school or work, hanging up washing in the backyard,
shopping at the local supermarket, and so on.
Similarly, someone with a fear of contamination may
repeatedly wash their hands. Washing hands is in
itself not a maladaptive behaviour. However, it would
be considered maladaptive when it requires so much
time and effort each day that it interferes with the
ability to get on with everyday living.

FIGURE 6.5 Hand washing would only be considered
maladaptive if it is done so many times each day that
it interferes with the person’s ability to effectively carry
out their usual daily activities.

UNIT 1 How are behaviour and mental processes shaped?

LEARNING ACTIVITY 6.1

Review questions

1 Explain the difference between the following with

reference to a relevant example:

(@) typical and atypical development

(b) typical and atypical behaviour

(c) adaptive and maladaptive behaviour.

2 When would atypical behaviour be of concern to a
mental health professional?

3 Explain the meaning of normality with reference to
an example.

4 Name and outline the main approaches psychologists
have used over time to describe normality and to
differentiate between normality and abnormality.

5 (a) Describe two examples not used in the text of
normal behaviour in Australian society that may
be considered abnormal in another society.

(b) Describe two examples not used in the text
of normal behaviour in a cultural group within
Australian society that may be considered
abnormal by another cultural group in Australia.

MENTAL HEALTH AND MENTAL
DISORDER

For most people, the distinction between physical
health and physical illness is quite clear. When we
are physically healthy, our bodies are functioning as
we know they should and we have no aches, pains or
problems that cause us concern or prevent us from
doing the things we normally do.

Our physical health can be viewed as being somewhere
along a continuum, or scale, ranging from extremely
healthy, when we have no physical ‘complaints’ or
concerns, to extremely unhealthy. There are also different
levels of physical wellbeing in between the two extremes.
For example, muscle soreness after having played a sport
for the first time might cause mild discomfort and be
considered a problem for a day or so, but it would not be
considered serious. While the discomfort might remind
you of the need to be fitter, it is unlikely to prevent you
from washing the dishes, attending school, going to
your casual job, or having a driving lesson. However, an
excruciating pain in your knee may indicate that you
have a more serious problem. A physical health problem
for which your discomfort is severe and/or lasts for an
extended period of time will often lead you to see a doctor
for a diagnosis and a treatment plan.

Mental health is similar to physical health in several
ways; however, mental health primarily involves the
mind, whereas physical health primarily involves the
body. When we are mentally healthy, we think, feel
and behave in ways that enable us to cope with change
and the challenges arising in the course of everyday
life. Mental health is a state of wellbeing in which an
individual realises his or her own abilities, can cope with
the normal stresses of life, can work productively and



is able to make a contribution to his or her community
(World Health Organization, 2015).

According to this definition, mental health is
a positive concept that generally relates to the
enjoyment of life, ability to cope with stress, the
fulfilment of goals and potential, and a sense of
connection to others. Psychologists view mental
health as a vital part of overall health and wellbeing.
It is a desirable quality in its own right and is more
than the absence of mental ill-health.

‘Good’ mental health does not mean we do not
have times of sadness, anger or anxiety. Good mental
health is reflected in how well we deal with the
positive and negative emotions associated with the
various events in our lives. For example, a mentally
healthy student who is preparing to do their first of
six exams in two days time may feel anxious and
be grumpy or short-tempered. However, they will
probably still be able to eat, study, sleep, remember
what to take to the exam, hold a conversation with
friends and laugh when something funny happens.

In addition, mental health is not something we
either have or do not have. Instead, we may be
more or less mentally healthy (or not healthy).
Therefore, like physical health, mental health is
often represented as being on a continuum. As
shown in figure 6.6, the continuum ranges from
mentally healthy, when we are functioning well and
coping with the normal stresses of everyday life,
through to a mental health problem that interferes
with functioning but is mild and temporary, to
a diagnosable mental disorder that tends to be
more serious, longer-lasting and likely to require
treatment.

Mental health problems are common and usually
impair functioning. Their experience is sometimes
referred to as a ‘rough patch’, a low point’ or ‘the blues’
As shown in table 6.1, mental health problems can cause
a range of personal difficulties such as worry, inability
to concentrate for as long as usual, loss of motivation,
social withdrawal and changes in appetite and sleep.
However, mental health problems do not usually meet
all the criteria for a diagnosable mental disorder.
A mental health problem most often occurs as a result
of a life stressor, and is usually less severe and of a shorter
duration than a mental disorder. It will often resolve with
time or when the life stressor changes or passes. However,
if a mental health problem persists or increases in severity,
it may develop into a mental disorder. Examples of
mental health problems include the sadness and despair
associated with loss and grief, and symptoms associated
with stress (Hunter Institute of Mental Health, 2015).
Mental disorder, also called psychological disorder
or mental illness, involves a combination of thoughts,
feelings and/or behaviours which impair the ability
to function effectively in everyday life. There is a
wide range of mental disorders, each with different
symptoms. As shown in table 6.1, examples include
depression and schizophrenia.
The essential characteristics of a mental disorder are:
e the disorder occurs within the individual
e there is clinically diagnosable dysfunction in
thoughts, feelings and/or behaviour
e it causes significant personal distress or disability in
functioning in everyday life

e actions and reactions are atypical of the person and
inappropriate within their culture

e the disorder is not a result of a personal conflict
with society.

Mental
wellbeing

Mental health
problem

Mental
disorder

FIGURE 6.6 Mental health is often represented on a continuum.

TABLE 6.1 Characteristics of mental health, a mental health problem and mental disorder

Mental health Mental health problem Mental disorder (iliness)

People with a mental health problem may:
e feel worried, tense, low, irritable, quiet,

People who are mentally healthy can:
e use their abilities to reach their potential

e cope with the normal stresses of confused, angry

People are diagnosed with a specific
mental disorder such as a:
* mood disorder e.g., depression,

everyday life ¢ have difficulties concentrating, making bipolar disorder

e work productively in school and paid decisions and thinking clearly e psychotic disorder e.g., schizophrenia,
employment * become forgetful delusional disorder

e contribute constructively to * experience changes in sleep e personality disorder e.g., antisocial

their community and appetite

personality disorder, narcissistic

e form positive relationships with others e experience a loss of energy and motivation personality disorder

e think logically and clearly e feel that things are somehow ‘different’ ¢ addiction disorder e.g., gambling

¢ manage feelings and emotions (no e socially withdraw e anxiety disorder e.g., agoraphobia,
L]

extreme highs or lows)
experience pleasure and enjoyment

in general

develop negative feelings or attitudes
to themselves, school or work, and life

separation anxiety disorder
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Each of these characteristics captures a part of
what a mental disorder is. All must be evident for a
particular mental disorder to be diagnosed. A mental
disorder usually lasts longer than a mental health
problem and causes more distress and disruption
to a person’s life. As with physical illnesses, mental
disorders differ in severity and involve variable
amounts of impairment and distress to the individual.
It is also possible for a person to feel ‘mentally ill’
even though a doctor or mental health professional
cannot find evidence of any known disorder.

The symptoms of most mental disorders can be
successfully treated. It is rarely possible for a mental
disorder to ‘go away’ without treatment from a
qualified professional. Professional help may include

psychotherapy (‘talking therapy’) and/or medication.
This may be complemented with a community
program such as participation in a social support
group.

About one in five (20%) adult Australians will
experience a mental disorder ranging from mild
to moderate at some stage in their lives (see
box 6.1). Many will live with more than one mental
disorder at a time, such as anxiety and depression,
which commonly occur together. Episodes of a
mental disorder can come and go during different
periods in our lives. Some people experience
only one episode and fully recover. For others,
however, a mental disorder may recur throughout
their lives.

BOX 6.1

Incidence of mental disorder in Australia

Mental disorder is common in Australia and its
incidence has steadily increased over the past

25 years. This does not mean there is a mental disorder
‘epidemic’ in Australia. Rather, greater community
awareness of mental disorders, and media campaigns
that encourage people to recognise and seek support

2-3%
LTI N Approx. 600 000 Australians

4-6%
1[G e CRSAPPIOXS I millionAuStralians

9-12%
1100 Approx. 2 million Australians

80%

General
[TELD IR addition to the groups above a further
ol V11 8°25% of the population will experience
mental illness ERuCEN I ERSEE O ER NI R CTA TR

for mental health issues, may explain the recent
increase in self-reports of mental disorders.

Figure 6.7 shows estimates of the incidence of mental
disorder within the Australian population. The data are from
the National mental health report 2013, published by the
Australian Government Department of Health. The report
used the term mental illness rather than mental disorder.
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FIGURE 6.7 Twelve month prevalence estimates of mental iliness (disorder) in the population by severity level,

based on diagnosis, disability and chronicity
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BOX 6.2

Common myths about mental disorder

Many myths are associated with mental disorder (or
illness). These false beliefs or misunderstandings often
lead some people to discriminate against those with a
mental disorder by treating them in inappropriate ways;
for example, by rejecting them or refusing to employ
them on the grounds they have a mental disorder. These
myths have also been the cause of the ‘stigma’, or
negative labelling, that is often attached to people with a
mental disorder.

Myth: Mental disorder affects only a few people.

Fact: Mental disorder is common. One in five Australians
will experience a mental disorder. It affects people of all
ages, educational and income levels and cultures.

Myth: Children don’t experience mental disorder.

Fact: Even very young children may show early warning
signs of a clinically diagnosable disorder.

Myth: Mental disorder is caused by a personal weakness.

Fact: Having a mental disorder is not a character flaw.
It is caused by the complex interaction of biological,
psychological and social factors. Seeking and accepting
help is a sign of strength.

Myth: A mental disorder is a type of intellectual disability.
Fact: A mental disorder can impair thinking, but it is
not a type of intellectual disability. A mental disorder

is not necessarily associated with low intellectual
functioning. Like physical illness, mental disorder
affects people with low, average and high intellectual
functioning.

Myth: People can get rid of their mental disorder just by
‘getting on with life’.

Fact: It is rarely possible for someone with a mental
disorder to make the symptoms go away just by
adopting a positive attitude. With the right kind of help,
most people recover and lead healthy, productive and
satisfying lives.

Myth: People with a mental disorder are violent or
dangerous.

Fact: People with a mental disorder are no more likely to

be violent or dangerous than anyone else. They are more

likely to harm themselves — or to be harmed — than they
are to hurt other people.

Myth: People with a mental disorder should be isolated
from the community.

Fact: With appropriate treatment and support,

people with a mental disorder can live successfully

in the community. In fact, most people with a mental
disorder live independently in the community.
Hospitalisation is not necessary for the great majority.
Some may require hospital care, but often only for a brief
period of time.

eGuide

FIGURE 6.8 A common
misconception about mental
disorders is that they usually
involve isolation from the
wider community.

Practical activity —
survey on myths
about mental disorder

LEARNING ACTIVITY 6.2

Rating mental health issues

On a mental health continuum like that shown in figure 6.6
on page 237, indicate where you consider each of the
following individuals is best placed.

1 Trinh is extremely anxious before a job interview.

2 Stacey is excited about getting into the university
course of her choice.

3 In the 48 hours following his grandfather’s death,
Hamish has no energy, stays in bed for hours during
the day, does not eat much, does not shower,
experiences a constant headache, stays awake all night
and has bouts of uncontrolled crying.

4 Over a period of four months after her grandfather’s
death, Ismail has no energy, stays in bed for hours

during the day, does not eat much, does not shower
often, experiences a constant headache, stays awake
all night and has bouts of uncontrolled crying.

5 Sienna worries about how she looks before going
to a party.

6 Kania is so worried about how she looks before going
to a party that she doesn'’t go.

7 Jack is angry with his brother for using all the hot water
in the shower.

8 Olivia is so angry with her brother for using all the hot
water in the shower one day that she does not talk to
him for six months.

Compare your mental health ratings with others in your

class. Explain differences in ratings by class members.
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MENTAL HEALTH AS A thg biopl/slychqs;)cial modhel, so;netim.es called
PRODUCT OF INTERNAL AND the biopsychosocial approach or theory, is a way

of describing and explaining how biological,

EXTERNAL FACTORS psychological and social factors combine and interact

Our mental health is influenced by a wide variety of
internal and external factors throughout our entire
lifespan. These influences can be organised into three
different domains, or areas,

within a framework

to influence a person’s mental health. The model

is based on the idea that mental health is best
understood by considering specific factors from within
each domain and how these factors may combine and
interact to influence our wellbeing.

called the ° Bio(liogical faCtZVS ifrllvolve ph%siologicallydbased

: : or determined influences, often not under our
biopsychosocial Psychological factors Lo .
model : . control, such as the genes we inherit, balances or

: * beliefs and attitudes ) . . . .

o personality traits imbalances in brain chemistry, brain and nervous
e ways of thinking system functioning, hormonal activities and
e learning and memory bodily responses to stress.
e perceptions e Psychological factors involve all those influences
* emotions associated with mental processes such as
* coping skills our beliefs, attitudes, ways of thinking, prior
- sl s learning, perceptions of ourselves, others and
to stress .
our external environment, how we learn, make
decisions, solve problems, understand
and experience emotions, respond to
and manage stress, and reconstruct
Mental memories.

Lo health . 1 i ills i
Biological factors Social factors ¢ §oaal fa.ctors 1,nﬁlu(;e our}slkﬂls mn
® genes e interpersonal relationships 1nteractmg wit Ot. ers, the range
o male/female o social networks and quality of our interpersonal
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psychological and
social factors interact to
influence mental health.
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The biopsychosocial model reflects a holistic view of
mental health — the individual is considered as a ‘whole
person’ functioning in their unique environment. The
focus is not just on the individual’s mental condition
(‘within the individual), but also on their wider social
setting and circumstances (‘outside the individual).

In addition, focusing on the influence of factors from
one or two domains, rather than all three, is likely to
give an incomplete and therefore inaccurate picture of
a person’s mental health. This also applies to a mental
health problem or mental disorder an individual may
have and the treatment that may be required.

According to the model, factors from each of the
three domains are equally important for mental
health (or disorder). However, it is recognised that
specific factors may have more or less influence on

an individual’s mental health and put the individual
at more or less risk for having good mental health or
developing a mental disorder.

Factors from within each domain affect and are
affected by one another. For example, factors within
each domain may combine with other factors in the
same domain, as well as with factors in the other
two domains. This complex interaction of multiple
factors helps account for individual differences in
mental health, as well as mental health problems
and disorders. For example, as shown in figure 6.10,
depression could be explained by the combined
effects of genes and brain chemistry (biological),
negative ways of thinking and prior learning
experiences (psychological) and environmental
conditions (social).

BOX 6.3

Maintaining good mental health

If you asked, most people would be able to tell you how
they could look after their physical health. For example,
they are likely to make such statements as: ‘Make sure

| get enough rest’, ‘Eat healthy foods and exercise
regularly’ and ‘Take any medication prescribed by a
doctor’. But fewer people are likely to be able to tell you
how they could look after their mental health.

Good mental health helps us to more fully enjoy life
and appreciate the people and environment around
us. We respond better to the stressors and challenges
of daily life, use our abilities to the fullest and make
the most of opportunities when our mental health
is strong.

The Mental Health Council of Australia advises that
there are three categories of activities we can do to
build and maintain good mental health. These involve
practising ‘ABCs’.

Act by keeping yourself as active as possible,

physically, socially and mentally. For example:

- exercise: regular physical activity improves
psychological wellbeing and can reduce depression
and anxiety

- enjoy hobbies: taking up a hobby brings balance to
your life by allowing you do something you enjoy,
and it also keeps your brain active

- treat yourself well: cook yourself a good meal, have
a bubble bath, see a movie, call a friend or relative
you haven’t called for ages, sit on a park bench and
take in your surroundings.

Belong by connecting to your community. For example:

- invite: join a group, chat to a neighbour,
meet a friend

- share a laugh: life often gets too serious, so when
you hear or see something that makes you smile or
laugh share it with someone you know

- do one thing at a time: for example, when you are
out for a walk or spending time with fr